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Introduction

During the conference on "Financial structure and the monetary policy transmission
mechanism”, held at the BIS in November 1994 (see CB 394), a general interest was expressed in
having a regular annual meeting for central bank econometricians and model builders. The periods of
turbulence during the past years, first in the world bond markets and later in foreign exchange
markets, have generated further interest in the question of what drives movements in long-term
interest rates and exchange rates. In particular, attention has focused on whether such changes are
caused by revised expectations of the so-called fundamentals or are the result of overshooting due to
"fads" or other herd-like behaviour. Since both the exchange rate and the long-term interest rate are
important links in the transmission process of monetary policy, analyses and discussions of how to
model the influence of unobservable expectations seem especially important in this context. In some
countries, increasing government and foreign debt ratios may also have affected the risk premia on
long-term interest rates and exchange rates as well as the interaction between interest rates and
exchange rates.

Against this background the BIS invited central bank econometricians and model builders
to a conference held at the BIS on 14th and 15th December 1995 on the following topic:

The determination of long-term interest rates and exchange rates
and the role of expectations

The presentation and discussion of the fifteen contributions (including comments by
discussants) took place in three separate sessions; a final and relatively brief session was mainly
devoted to the need for and interest in regular meetings of this kind and to potential topics for future
meetings. The contributions are reproduced on the following pages in the order in which they were
presented, while the remainder of this introduction provides a summary of each paper. It concludes
with a brief "cross-paper” discussion of the main themes of the meeting, including (i) the modelling of
expectations and the results obtained; and (ii) the extent to which estimates of the two key equations
(long-term interest rates and exchange rates) made use of and validate three principal theories in this
area: purchasing power parity, uncovered interest parity and the expectation hypothesis of the yield
curve.

1st Session: Determination of exchange rates

The paper by J. Ayuso and J.L. Vega (Bank of Spain) attempts to estimate the dynamics
of the effective exchange rate of the peseta against ERM as well as non-ERM European countries. The
model used builds on and extends two earlier models estimated within the Bank of Spain: one based
on the period when the peseta was in the ERM which had estimated the size as well as the probability
of "jumps" (realignments) against the DM; and a second model which had found PPP to hold in the
long run, measured in terms of industrial goods prices.

The present paper combines these earlier models into one error correction equation
(ECM) and extends the sample period to 1974-95. It augments the ECM equation with jumps, defined
empirically from the size of residual deviations from the adjustment path towards long-run PPP.
Hence, jumps involve depreciations as well as appreciations and the probabilities of the occurrence of
a jump are estimated by two binomial probit models, which include a number of macroeconomic
"fundamentals" among thé determinants.

The estimates of the "pure" ECM equation are consistent with long-run PPP with a
relatively slow speed of adjustment. The probit model for depreciations show that the probability of a
jump increases with the cumulative current account deficit, the rate of economic growth and



deviations of the real effective rate from PPP, though the size of the parameters depends on whether
the peseta is inside or outside the ERM. The probability also depends on the policy condition (or
dilemma) that when the peseta is in the ERM the levels of domestic interest rates have to be consistent
with the cyclical position as well as the requirement imposed by a fixed nominal exchange rate.
Another key finding of the paper is that the jumps act as accelerators as unusually large depreciations
significantly increase the speed of adjustment. Overall, the paper shows that, while the probabilities of
large depreciations are relatively well explained by the model, an important degree of uncertainty
remains with respect to the probabilities and size of unusually large appreciations.

The aim of the paper by F. Ettlin (Swiss National Bank) is to estimate a model for the
Swiss franc/German mark exchange rate. Notwithstanding the rather disappointing results of previous
empirical work on exchange rates, the model attempts to explain short and medium-term exchange
rate movements by macroeconomic fundamentals and policies. The estimation results look promising.
The model explains more than 85% of the variance of exchange rate changes in the sample and in
post-sample prediction tests it clearly outperforms a random walk model.

The coefficient estimates are derived from an error correction model with the following
determinants: relative consumer prices (which enter with a coefficient insignificantly different from
unity), the difference between the Swiss and German discount rates (interpreted as an indicator of the
comparative stance of monetary policies in the two countries), the difference between Swiss and
German three-month Eurodeposit rates (as a measure of relative market rates), a term structure
differential (as an indicator of expected future changes in monetary policy), the ratio of capacity
utilisation rates (a measure of relative cyclical positions), the difference between current account
positions (measured relative to GDP and intended to capture variations in exchange rate premia) and
the exchange rate between the US dollar and the German mark (to capture the effects of shifts in
capital flows and portfolio compositions). All coefficients are found to be significant and correctly
signed and in most cases the parameters of the long-run cointegration equation and the short-run
adjustment equations are remarkably close.

The paper by M.S. Astley and A. Garratt (Bank of England) attempts to identify the
sources of UK exchange rate and relative price fluctuations between 1973 and 1994. It follows Clarida
and Gali (1994) in using the Blanchard and Quah (1989) structural VAR method to identify the effects
of three structural shocks -real aggregate supply (AS) shocks, real goods market (IS) shocks and
nominal money market (LM) shocks- within a Dornbusch (1976)/Obstfeld (1985) model.
Identification is achieved by imposing three theory-derived restrictions The first two are that both IS
and LM shocks have zero long-run effects on the level of relative output (which is entirely supply-
determined). The third one is that LM shocks have zero long-run effects on the level of the real
exchange rate.

Astley and Garratt find that IS shocks constituted the main source of sterling real and
nominal exchange rate movements. AS shocks were the secondary source of such fluctuations while
nominal shocks played extremely limited roles. In contrast, the variance of UK relative prices was
primarily attributed to LM shocks. These results indicate that sterling exchange rate fluctuations have
not constituted an important channel through which exogenous shocks have affected UK relative price
fluctuations. Moreover, when combined with the estimated impulse response functions, they indicate
that the sterling exchange rate depreciations over the floating period have had largely benign relative
price implications. The findings that: (i) the estimated impulse responses following each of the shocks
are highly theory consistent and (ii) the periods for which the structural VARs indicate that particular
shocks were most important correspond to observed macroeconomic developments, suggest that the
structural VAR representations of the data have a high economic content.

The paper by C. Gartner and H. Gliick (Austrian National Bank) starts by reviewing the
key role of the exchange rate in the setting of Austria's economic policies; in particular the pegging of
the schilling to the currencies of the most important trading partners in order to maintain low inflation
and improve competitiveness. While the development of the real exchange rate is crucial in this
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respect, the concept of PPP was never regarded as an essential element of policies, nor was it
validated by earlier empirical studies. Against this background, the paper has two aims: applying
more recent econometric techniques to testing whether PPP actually holds for Austria; and, to the
extent that PPP is rejected, identifying factors that may explain movements in the real rate.

With regard to PPP, unit root as well as cointegration tests reject the hypothesis that the
real rate is mean reverting; i.e. PPP is rejected. To explain movements of the real rate, Gartner and
Gliick first turn to real interest rates, but because central banks have little influence on real interest
rates, they then move to nominal rates by, essentially, specifying and estimating a reaction function
for the central bank. The results (both in level form and when derived from an error correction model)
show that the call money rate is strongly influenced by foreign interest rates, the real exchange rates
and relative prices, with a relatively fast adjustment of actual rates to their equilibrium path.

The final section of the paper tests the influence of productivity developments on the
assumption that for broadly based price measures different rates of productivity growth in respectively
tradable and nontradable sectors can affect the real exchange rate. Although promising, these tests are
still preliminary, especially with regard to the data and the sample size.

W. Jahnke (Deutsche Bundesbank) first reviews the determination of interest rates and
exchange rates in the Bundesbank's quarterly macroeconomic model of the German economy and then
illustrates the dynamics of the model by simulating the response to various shocks. The equation
determining the long-term bond rate is based on the Fisher equation and modelled as an error
correction equation with only bond rates and expected inflation as cointegrating terms. Expectations
of inflation are explained by an adaptive process which is very backward looking (past rates have a
weight of 0.9). Because nominal bond rates in Germany have been nearly stationary while inflation
has gradually declined since the early 1980s, the slow adjustment of expected inflation imparts a
rising trend to the real rate.

The modelling of the money market rate is based on a two-stage procedure, which first
links the repurchase rate to the spread between the discount and the lombard rate and the amount of
unborrowed reserves. The second stage then links the money market rate to the repurchase rate by an
error correction equation where the rate of inflation as well as the euro-dollar rate have transitory
effects, while the repurchase rate and the money market rate are in the cointegration term.

The exchange rate equation also uses a cointegration relation. The cointegration term is
based on two principal parity assumptions: uncovered interest parity and purchasing power parity.
Both the interest rate differential and the relative price term are estimated without restrictions.
Moreover, the exchange rate equation is estimated separately for three sub-components of the
aggregate effective rate. As a result, the principal coefficients as well as the changes in interest rate
differentials required to offset relative price shifts and shocks to the nominal exchange differ widely
across variables and components:

U] against the US$ the coefficient for relative prices is below unity while the interest
rate elasticity is high. This means that only small changes in interest rates are
required to offset external shocks to the nominal exchange rate whereas, in case of
a relative rise in US prices, US interest rates have to be reduced compared with
German rates to prevent an appreciation of the DM;

. against ERM currencies PPP is found to hold while the interest rate elasticity is
relatively low. Hence, to maintain unchanged real exchange rates other ERM
countries need fairly large changes in interest rate differentials to offset external
shocks to their nominal exchange rate, whereas changes in relative prices require
only small adjustments;

° against the remaining currencies in the basket, the elasticities on both relative
prices and interest rates are well below unity, implying that rather large changes in
interest rate differentials are required to maintain PPP.
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] Combined with actual developments in interest rates, relative prices and nominal
exchange rates, these coefficients have, over time, led to a trend real appreciation
of the DM, mainly due to developments in the US$ and the non-US and non-ERM
currencies.

2nd Session: Determination of exchange rates and interest rates

M. Dombrecht and R. Wouters (National Bank of Belgium) derive and estimate equations
for both long-term bond rates and the exchange rate, though only estimates for the former are shown.
The specifications for both equations are based on an optimal inter-temporal model for the behaviour
of consumption-saving-portfolio allocation in small open economies and applied to explain yield
differentials against Germany as well as the DM/BF. The estimates in Table 2 are based on panel data
for selected European countries. They show significant long-run impacts of short-term real interest
rate differentials, inflation differentials and the ratios of both public and foreign debt to GDP. The
cross-equation restriction of equality of long-run coefficients of the current account ratios is just
accepted, whereas the same hypothesis with respect to the long-run coefficients of the public deficit
ratios is only accepted when the coefficients are corrected for the standard errors of the country-
specific equations. The estimated coefficients may, therefore, be considered as representing average
EMS responses. Other equations and graphs in the paper suggest that risk premia tend to vary over
time, depending on financial market volatility.

The final part of the paper discusses two alternative expectation schemes: an adaptive one
(Table 4) and a forward-looking one (Table 5). While no discriminatory tests have yet been
performed, they seem to lead to very similar conclusions.

The paper by P.J.A. van Els and P.J.G. Vlaar (Netherlands Bank) first discusses the
specification of three equations (DM exchange rate, short-term interest rates and long-term interest
rates) for the Netherlands and then proceeds to estimating the three equations and adding them to the
Bank's macroeconomic policy model for the Netherlands (MORKMON) which is used regularly for
the purpose of simulation and forecasting. The estimated exchange rate equation shows a combination
of uncovered interest parity and less than complete PPP. At a first glance, the latter seems surprising
but, unlike in the Swiss case discussed above, this seems a natural outcome when the nominal rate is
an intermediate target and product markets determine price differentials with long lags. The equation
for the short-term interest rate points to some, albeit moderate, degree of monetary independence, and
in the equation for the long-term rate, the coefficient on the German long-term rate is significantly
below unity. This result probably reflects that capital markets are not completely integrated, due, for
instance, to transaction or information costs or restrictions on foreign portfolio investments by
institutional investors. Another result is that a direct effect of the external balance on the long-term
interest rate could not be established empirically. This may, in part, be ascribed to the persistent
external surplus during the sample period; in addition, the external balance influences the long rate
indirectly via the short-term interest rate.

From the simulation results it is worth noting that, as in the case of Australia, a rise in the
public deficit generates an appreciation of the exchange rate; i.e. the interest rate effect seems to
dominate the risk premia effect. Finally, as might be expected given the focus of monetary policy,
interest rates in both the Netherlands and Germany tend to move together in response to shocks to
either the German or the world economy.

A. Tarditi (Reserve Bank of Australia) starts her paper reviewing the financial sectors
included in two (the "Murphy model" developed by Econtech and the TRYM model maintained by
the Commonwealth Treasury) of the most widely used macroeconomic models for Australia. The
models apply forward-looking expectations and impose strong and binding long-run conditions so that
shocks tend to generate textbook-style, instantaneous "jump" responses from the exchange rate, long-
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term bond rate and inflationary expectations. Simulations of shocks to these financial variables in
such models are, therefore, of limited relevance to practical policy makers (or very accurate
descriptions of the real world) and the paper next turns to the specification of single-equation
behavioural models for the financial sector.

Starting with the real exchange rate equation, earlier empirical works had identified three
key determinants of the real exchange rate for Australia: the terms of trade, net foreign liabilities and
long-term interest rate differentials. Ms. Tarditi first tests the equation for missing variables and then
replaces the last term by a yield curve differential on the grounds that this better captures the
transmission of changes in policy interest rates via the exchange rate. A role for fiscal policy is also
considered including a measure of changes in the government budget balance, though the a priori sign
of the coefficient is ambiguous. The main results of the revised equation are: (i) for the post-float
period, the yield curve differentials is very significant, whereas foreign liabilities are not; (ii) the
budget deficit is also significant and the sign implies that a fiscal tightening leads to a depreciation of.
the exchange rate (i.e. as predicted by the Mundell-Fleming model); and (iii) terms-of-trade changes
have a very strong effect; in fact it is "too" strong, confirming other empirical studies showing that the
exchange market is not efficient.

The second behavioural equation discussed is the equation determining the long-run bond
rate, for which the specification proposed in Orr et al. (1995) is used to select the fundamentals. The
main contribution in this part of the paper is the use of a Markov switching model for deriving a
forward-looking measure of the expected rate of inflation and then using this result in the bond rate
equation. The final results, as summarised in Table 4, show that the forward-looking measure of
expectations clearly improves the performance of the equation, including capturing the 1994 rise in
bond rates. There is also a surprisingly strong and quick effect of changes in US bond rates, even
though Australia has a floating currency.

The paper by E. Jondeau and R. Ricart (Bank of France) presents three tests of the term
structure using French, German and US euro-rates. The first test is based on forward rates and the
other two on the slope of the term structure. Moreover, because nominal interest rates tend be non-
stationary, each test is carried out using both a standard specification based on first differences with
only one right-hand side variable and an error correction model with two right-hand side variables.
Among the many and important results found in the paper, the following are worth highlighting:

] the monetary turmoil that occurred during the sample period (1975 -95) had a very
large impact on the estimates for French rates. The impact was less noticeable for
US rates and negligible for German rates;

] in contrast to tests based on the usual specification, the adoption of an error
correction model implies that the expectation hypothesis is accepted when tested
on variations in short-term rates. For forward rates or variations in long-term rates
the advantages of the error correction model are far less evident;

] the contradictory results found in the literature on the sign of the slope of the two
tests based on the spread of interest rates disappears when an error correction
model is used;

. finally, regarding country-specific rates, the paper finds that the expectation
hypothesis is generally accepted for French rates, regardless of the test and
specification applied, whereas for US rates the adoption of an error correction
model yields results that are more favourable to the expectation hypothesis.

The paper by S. Kozicki, D. Reifschneider and P. Tinsley (Federal Reserve Board)
discusses the modelling of long-term interest rates in the new FRB model of the US economy. One
feature of this model is that expectation processes are constructed under the paradigm that households
and firms are rational optimising agents. Within this framework, the specific aim of the paper is to
estimate long-term interest rates from expectations of future short-term rates, using a VAR model



with shifting end points to generate expectations. The introduction of shifting end points can be seen
as a way of "getting around” the problem that short-term rates follow a random walk process.
Moreover, it allows the modeller to distinguish between two elements that influence long-term rates: a
stationary element associated with the business cycle and monetary policy stabilisation, and a non-
stationary element associated with long-term policy objectives.

Sections 1 and 2 of the paper present the theoretical basis of the model and discuss the
drawbacks of standard VAR models with fixed end points. Section 3 then introduces moving
endpoints and extends this modelling concept to include a distinction between moving end points for
real rates and the expected rate of inflation. While the former (including a risk premium) is assumed
to be constant, the paper analyses various ways of modelling moving end points for expectations of
inflation, in particular the use of survey data and experiments with an agent-learning-model for shifts
in expectations of inflation.

Section 4 turns to the empirical model, documenting its behaviour and properties, while
section 5 tests the ability of the model to explain recent developments in long-term bond rates. It
appears that most of the 1993-95 changes in bond rates were related to shifts in the real rates and one
particular issue addressed in this section is the potential link between changes in budget deficits and
movements in the real component of long-term interest rates. Another problem is that the residual
errors are highly autocorrelated which might suggest that the assumption of rational expectations is
invalid. However, as argued in the paper, a more attractive alternative is to augment the set of
variables in the VAR model for generating expectations (inflation, the output gap and the Federal
funds rate) by other macroeconomic variables.

Because the paper introduces a novel approach to using the expectations theory in
modelling long-term bond rates, many of the experiments discussed are at the "frontier" of
econometric modelling. Consequently, some of the results are still preliminary and may be revised in
the final FRB model. In particular, more remains to be done regarding the potential relationship
between policy and other determinants of expected long-run inflation and real interest rates.

3rd Session: Estimation and application of models or financial market indicators

The paper by A. Cété and T. Macklem (Bank of Canada) begins by summarising the
main features of the Quarterly Projection Model (QPM) and then turns to a more detailed description
of the interest rate and exchange rate sectors of the model. The former has two main equations: a long-
term interest rate equation and a forward-looking monetary policy reaction function. The former
combines elements of real uncovered interest rate parity and the expectations hypothesis, with a large
weight assigned to the short-term interest rate in order to replicate historical properties of the data.
The monetary authority primarily influences short-term interest rates which in turn affect the yield
spread between long and short rates. The monetary reaction function is written in terms of this yield
spread and is specified so as to minimise deviations of inflation from its targeted rate six to seven
quarters in the future. The real exchange rate, as one of the "most endogenous" variables in the
system, reflects the simultaneous solution of the full model. In the long run, the real exchange rate
plays the role of the key relative price that adjusts to equilibrate the economy. In the short run, its
determination is largely influenced by the assumptions of uncovered interest rate parity and sluggish
price adjustment.

To better understand the model's dynamics, the paper next presents simulations of two
shocks: a disinflation shock and a fiscal shock. The first set of simulations serve in part to illustrate
the standard result in a deterministic model that the costs of disinflating are very low if one
("unrealistically") assumes that all agents have perfect foresight. A combination of backward and
forward-looking expectations, as is currently assumed in the model, leads to a more reasonable
solution. The fiscal shock — a permanent rise in the public debt/GDP ratio — illustrates that the short-
run appreciation of the Canadian dollar associated with a fiscal expansion eventually gives way to a
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permanent depreciation which is necessary to generate a higher trade surplus to finance larger foreign
liabilities. The final section of the paper examines the effects of making risk premia embodied in
interest rates a function of the level of government indebtedness. The impact of a permanent rise in
the debt/GDP ratio is found to be larger if the risk premium applies only to interest rates on
government debt; when it also applies to private borrowing rates, economic agents start to adjust and
the impact on consumption declines compared with the case of exogenous risks. However, the higher
risk premia on private borrowing rates leads to a larger decline in investment.

Following the presentation and discussion of the paper from the Bank of Canada, M. Apel
and Y. Lindh (Bank of Sweden) presented an oral review on their work on implementing a model
similar to the QPM for Sweden, the main problems encountered and solved so far and the technical,
theoretical and policy-related issues to be dealt with in the near future.

T. Watanabe and H. Matsuura (Bank of Japan) also discuss the determination of long-
run interest rate and exchange rate equations and illustrate their findings by model-based simulations.
The paper first explains the specification of three equations in the Bank of Japan model (long-term
interest rates, the US$ exchange rate and equity prices), with estimation results for the long-term
interest rate including elements of the expectation hypothesis, influences of the US rate, exchange rate
expectations as well as expectations of inflation and government debt. The proxy used for
expectations is not significant and the positive coefficient on the lagged change of the exchange rate
could suggest that a depreciation leads markets to expect a rise in long-term interest rates, presumably
due to expectations of a policy-induced rise in short rates. The equation for equity prices is based on
current profits and the long-term interest rate on the assumption that expectations of future profits are
formed adaptively. In the real exchange rate equation, a rise in the interest rate differential against US
rates as well as a higher cumulative current account surplus (net of foreign direct investment and
measured relative to other G-10 countries) tend to produce a real appreciation of the yen. The model
assumes that PPP holds for the real yen/USS$ rate and the relative current account position is regarded
as capturing a risk premium. Alternatively, however, the external surplus could be one of the
fundamentals driving the real exchange rate and leading to a rejection of long-run PPP.

The second part of the paper presents simulations which, given the backward-looking
nature of the expectation schemes found in the model, attempts to take account of the Lucas critique
by using the innovation-simulation technique. Essentially, this technique corrects for possible effects
of the simulation shocks on key parameters of the model but, overall, Watanabe and Matsuura find
that this method does not produce any major changes or surprises. In part 3 of the paper, the
simulations are repeated assuming that expectations are forward-looking. As implemented in the
model, this implies that market makers know the dynamic structure of the exogenous variables used
for the simulations and, from the graphs, it is easily seen that the two sets of simulations yield
virtually identical results.

The final section of the paper attempts to use model simulations to analyse the sensitivity
of the effects of monetary policy changes to three alternative expectation formation processes:
adaptive-regressive, rational and the process estimated from the expectation survey. While a major
difference between rational expectations and the estimated process is that only the former imposes
terminal conditions, the simulated effects of monetary policy changes appear to be very similar under
the two schemes.

The paper by E. Gaiotti and S. Nicoletti-Altimari (Bank of Italy) reports on ongoing
work, which addresses the issue of determining the lira/DM exchange rate and the long-term interest
rate when adding explicit expectation mechanisms (modelled from a quarterly survey conducted by
Forum-Mondo Economico) to the Bank's quarterly model. The first section of the paper briefly
reviews the different methods used to quantify expectations in the model while section 2 discusses the
problem of endogenising exchange rate expectations and their role in determining the exchange rate.
The main empirical findings of this section show that, in the short run, exchange rate expectations are
strongly adaptive and this tends to amplify the effects of shocks to the spot rate and to increase
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persistence. It is further found that the uncovered interest parity condition is a useful tool in modelling
the exchange rate and that the risk premium on domestic short-term interest rates is positively
correlated with exchange market volatility.

Section 3 of the paper presents estimates of the long-term interest rate using, as the
principal determinants, domestic short rates, foreign yields, exchange market volatility and empirical
estimates of expectations of inflation (further discussed and explained in section 4). Foreign yields are
found to have a significant influence on domestic long-term yields while the effect of domestic short
rates is only marginal. Expectations of inflation have a very significant influence on long-term interest
rates and clearly outperform actual rates of inflation.

The final section of the paper attempts to use model simulations to analyse the sensitivity
of the effects of monetary policy changes to three alternative expectation formation processes:
adaptive-regressive, rational and the process estimated from the expectation survey. While a major
difference between rational expectations and the estimated process is that only the former imposes
terminal conditions, the simulated effects of monetary policy changes appear to be very similar under
the two schemes.

The paper by A. Estrella and F.S. Mishkin (Federal Reserve Bank of New York) looks at
the predictive power of the spread between 10-year and 3-month US Treasury papers, compared with
other forward-looking indicators. Rather than attempting to predict future growth rates, the paper
focuses on predicting the probability of a recession (as defined by the NBER) k quarters ahead. The
main findings and conclusions are: (i) the predictive performance of the spread exceeds that of all
other indicators, except for the stock market index, which is better in predicting 1-2 quarters ahead.
Hence, the best predictive performance is obtained when combining the stock market index with the
spread; (ii) the performance of an indicator can change substantially when moving from in-sample to
out-of-sample predictions; and (iii) the failure of other indicators, such as the Stock-Watson index and
the Commerce Department's index of leading indicators, can be ascribed to overfitting; i.e. wrongly
including indicators which have no predictive power and only obtain a significant weight because of
estimation errors.

A. Levin (Federal Reserve Board) reviews recent modifications of the Federal Reserve's
Multi-Country Model (FRB/MCM) that have facilitated the comparison of alternative monetary rules
under model-consistent or "rational" expectations as well as under VAR-based or "adaptive"
expectations. Using dynamic simulations of the model in response to US aggregate supply and
demand shocks, the paper evaluates three specific monetary policy rules, each of which prescribes a
short-term interest rate target based on current output deviation from potential and either the current
price level deviation from a specified target path or the current inflation deviation from a specified
target rate. The results generally confirm the favourable properties of a policy rule considered by
Henderson and McKibbin. By targeting inflation rather than the price level, this rule generates greater
output stability and similar inflation stability compared with a policy rule based on nominal GDP
targets. Moreover, when prescribing larger interest rate adjustments in response to the current output
gap and current inflation deviation from target, the rule by Henderson and McKibbin generates more
stable economic activity and inflation compared with the monetary policy rule analysed by Taylor.
However, similar experiments for Germany and Japan do not yield such clear-cut differences and
highlight the crucial role of the expectation formation mechanism in comparing alternative monetary
policy rules.
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Concluding remarks

Most of the discussion during the relatively brief fourth session focused on possible
future topics and conference dates and there was little time to review and evaluate the wide range of
issues — policy related as well as econometric — that had been covered at the meeting. However, to
provide the reader with a broader perspective, this Introduction concludes with a comparative
overview of some of the principal themes and issues presented and discussed.

(i)  The role and modelling of expectations of inflation

Strategies to model inflation expectations and to evaluate their effects in simulation
exercises have broadly covered the main approaches suggested by the literature and offered new
promising insights. Yet the evidence produced in the present collection of studies does not lead to the
conclusion that one particular approach, or one particular class of models, possesses features that are
generally superior to those of alternative approaches. In the paper by W. Jahnke inflation expectations
are estimated according to a backward-looking scheme that is consistent with declining trends of
German inflation. As the large weight of past inflation on expected inflation imparts a rising trend on
the real interest rate, it is quite natural for the discussant to wonder how the long-term interest
equation - and the whole model - would behave under alternative hypotheses.

However, the presumption that different price expectation models produce different
simulation results is not always confirmed by evidence. For example, E. Gaiotti and S. Nicoletti-
Altimari find that monetary policy shocks produce very similar effects when rational expectations or
adaptive regressive inflation expectations are used in the model. Similarly, M. Dombrecht and
R. Wouters conclude that adaptive and forward-looking models generate broadly equivalent results.
The paper by A. Tarditi, on the contrary, is a witness to the fact that the Markov-switching model for
inflation expectations dominates the textbook-style forward-looking scheme as a means of replicating
real world situations. In fact, by using the Markov model to estimate the change in the inflation
regime and using it in the bond rate equation, the author captures well the recent puzzling rise of the
real bond rate. The fact, however, that the inflation expectations derived from the Markov model are
similar to the Australian survey data of inflation expectations, makes it legitimate to wonder - as the
discussant does - whether the Markov model dominates survey data. More generally, one can wonder
whether, in cases where inflation expectations show less abrupt changes than in Australia, a Markov
model supplemented by the assumption that transition probabilities (i.e. changes in inflation
expectations) vary with fundamentals is a potentially new approach to model expectations. This was
suggested by the discussant of the paper by J. Ayuso and J.L. Vega in the context of modelling the
probability of jumps in the exchange rate for the Spanish peseta.

The use of survey data as a direct measure of inflation expectation of economic agents
features prominently in the Banca d'Italia paper as a means to separate the analytical problem of
detecting what expectations are from that of evaluating what are their effects on other economic
variables. This paper offers promising results and the availability of similar data for a variety of
countries suggests that a more general investigation and application is possible. One shortcoming of
survey data, however, is that long-term inflation expectations are not generally available. In the case
of the United States, where one such survey exists, long enough series are less satisfactory than one
would like. To overcome this problem, S. Kozicki, O. Reifschneider and P. Tinsley have implemented
a very innovative strategy to model long-run inflation expectations with a VAR model supplemented
by moving endpoints. As noted below, this model seems to track well the historical path of long-term
inflation expectations of the survey and helps to explain the recent behaviour of bond rates. The
authors suggest that the VAR model with moving end points could be augmented with the use of
other macro variables to improve its performance as well as our understanding of how inflation
expectations are formed.
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(ii)  The role and testing of economic hypotheses

Considering the rather mixed empirical results obtained over the last 10-15 years
concerning purchasing power parity (PPP) as a principal determinant of exchange rates, it was,
perhaps, surprising that so many of the papers discussing and estimating exchange rate equations
included PPP among the principal long-run determinants. Even more surprising, several papers came
to the conclusion that PPP holds in the long run. For instance, long-run PPP is found to hold
completely in the case of the bilateral Swiss franc/German mark rate ( F. Ettlin) and also for the
peseta/German mark rate (J. Ayuso and J.L. Vega), though in the latter case only when the price
measures excludes non-tradables. Moreover, as implied by the discussant of that paper, the finding of
absolute PPP could reflect that other variables are not included in the exchange rate equation.
Complete PPP also holds for the German mark against an average of ERM currencies, whereas
against the US dollar and non-ERM currencies the relative price term is significant but with a
coefficient significantly below unity (W. Jahnke). The same is true for the Dutch guilder against the
German mark (P.J.A. van Els and P.J.G Vlaar), suggesting that a fixed nominal exchange rate does
not necessarily lead to fixed real rates, even for neighbouring countries with very similar structures
and monetary policies. This conclusion is even more evident in the paper by Ch. Gartner and H.
Gliick which rejects long-run PPP even though a fixed nominal exchange has for many years been a
main feature of Austrian policies. As suggested by the discussant, one way of identifying the sources
of the absence of mean reversion might be to look at the behaviour of the Austrian schilling against
different sub-groups of countries. PPP also appears to be rejected in the Banca d'Italia model as the
coefficient on the relative price term is insignificant. However, as the discussant notes, it is not clear
why the specification included a relative price term since PPP was not imposed on the equation.

Long-run PPP is also found to hold (or underlies the specification of the exchange rate
equation) in several other papers, although in these cases the effects of long-run PPP tend to be
dominated by other influences. For instance, 7. Watanabe and H. Matsuura model the yen/US dollar
rate on the basis of long-run PPP while, at the same time, interpreting the influence of the growing
current account surplus as a gradually declining risk premium. As pointed out by the discussant, it is
slightly odd to start with the notion that the market is "itching to get back to a fundamental purchasing
power rate and is temporarily dragged away by an accumulating international asset position”. A main
feature of the real effective exchange rate for Australia (4. Tarditi) is the very significant and
permanent influence of changes in the terms of trade. As the discussant observes, this excessively
strong influence could reflect that international investors tend to buy Australian stocks, currency and
even bonds as insurance against the adverse effects of higher commodity prices on bond returns and
corporate profits in other industrial countries. Given the nature of the Canadian model (4. Cété and T.
Macklem) and the role of the exchange rate as the principal equilibrating mechanism, PPP is neither
imposed nor tested. The same applies to the paper by M. Astley and A. Garratt) which finds that
nominal exchange rate variations are mainly caused by monetary shocks while relative price variations
can mostly be ascribed to demand shocks. Even after taking account of the discussant's concern about
the identification of shocks it remains an open the question whether long-run PPP holds.

One issue, which was raised by several discussants of the various exchange rate equations
and influences the interpretation of long-run PPP, concerns the precise role played by net foreign
assets or liabilities in determining exchange rate movements. Do they, notably in the case of net
liabilities, reflect a solvency concern with implications for exchange rate expectations? Or is the role
derived from a portfolio balance model on the assumption that net foreign assets or liabilities are
denominated entirely in the domestic currency?

The specification and testing of the expectation hypothesis of the term structure of
interest rates plays a particularly prominent role in the papers by E. Jondeau and R. Ricart and by
Kozicki et al. In the first case an attempt is made to reconcile the different empirical tests (and results)
found in the literature, using first difference ("standard") as well as cointegration specifications. As
noted by the discussant of this paper, it is interesting that the former specification rejects the
expectation hypothesis more frequently than the latter. The second paper, by contrast, focuses on the




modelling of expectations of future short-term interest rates on the assumption that exogenously
determined moving endpoints contain information additional to the past history of short-term rates.
While this approach appears to improve the model's ability to explain recent movements in long-term
bond rates and thus the evidence favouring the expectation hypothesis, serially correlated errors could,
as noted by the discussant, indicate that market participants' expectations of future rates have not been
fully captured.

The expectation hypothesis also enters the specification of bond rate equations for a
number of other countries, but in several instances the influence of expected short-term interest rates
is "swamped" by the dominating role of foreign bond rates. Indeed, one common theme of the
meeting was the evidence pointing to strong international linkages of long-term bond rates and
supporting the notion of uncovered interest parity (UIP). One exception to this was the German bond
rate which entirely depends on expectations of inflation and changes in German short-term rates. By
contrast, while clearly supporting an important role for the expected future course of short-term rates,
the bond rate equation for Japan finds a significant role for US bond rates. US bond rates have an
even stronger impact, notably in the case of Canada but also for Australia. In fact, in the latter case
actual or expected domestic short-term rates are not even included.

The dominating role of UIP relative to the expectation hypothesis of the term structure is
even more evident for countries adhering to a fixed exchange rate regime, as seen in the bond rate
equations for Italy, the Netherlands and the various ERM countries modelled in the Belgian paper.
Nonetheless, as pointed out by the discussant of the Italian paper, some caution is called for regarding
the strength of international linkages, especially when they are based on contemporaneous foreign
rates. It is also worth noting that UIP receives less support when tested on short-term rates. In fact, as
noted by the discussant of the Dutch paper, there are even reasons to doubt what little evidence there
is of short-run UIP.

It is also relevant to note that, quite apart from the influence of UIP, there are a number
of other variables affecting long-term rates in addition to expected short rates. This is, perhaps, most
clearly seen in the modelling of long-term interest rate differentials in the Belgian paper. In all cases
public sector deficits and current account balances are found to have a significant influence on
differentials. As pointed out by the discussant of this paper (and by the discussant of the Dutch paper
as well), it is, however, questionable whether these influences should be interpreted as risk premia
within the context of a portfolio balance model. An alternative, and equally valid, interpretation would
be that they mainly reflect exchange rate expectations and thus belong in the exchange rate equation
rather than the interest rate equation.

These last observations also point to a final common theme of the meeting; viz. the risks
and biases involved in testing specific hypotheses or modelling procedures using single equations.
Obviously, such questions (for instance, the respective role of respectively UIP and the expectation
hypothesis) can only be settled within a model that includes both exchange rate and interest rate
equations and is estimated by a procedure that takes account of the simultaneities and respects the
cross-equation parameter restrictions.
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An empirical analysis of the peseta's exchange rate dynamics

Juan Ayuso and Juan L. Vega!

Introduction

In the early 1980's Meese and Rogoff (1983) puzzled most economists by showing that
despite the existence of several competing theories to explain freely floating exchange rates?, none is
able to reliably improve the forecasts from a simple random walk model. More than ten years later
their results remain in place. In a recent survey, Frankel and Rose (1994) conclude that standard
theoretical models still fail to predict future exchange rate changes in the short and medium term.

Empirical results are also disappointing regarding our ability to explain future exchange
rate movements for currencies that belong to managed exchange rate regimes like the Exchange Rate
Mechanism (ERM) of the European Monetary System (see Garber and Svensson, (1994), in spite of
the convincing theoretical work pioneered by Krugman (1991).

The recent periods of turbulence in the foreign exchange markets have renewed interest in
identifying the driving forces of exchange rate movements in the short and medium term. In this paper
we estimate a model explaining the dynamics of the effective exchange rate of the peseta vis-a-vis the
currencies of other OECD countries?. Our model takes into account that this exchange rate is neither
under the direct control of the monetary authorities (as it includes bilateral exchange rates against
currencies that are, or have been, outside the ERM) nor completely flexible (because it includes
bilateral managed exchange rates). It also pays special attention to the role of the "jumps" in the
exchange rate that we observe from time to time.

The empirical model relies, on the one hand, on the results in Pérez-Jurado and Vega
(1994), who showed that purchasing power parity (PPP) holds in the long run when tradable-good
prices are considered. On the other hand, the model builds on the work by Ayuso and Pérez-Jurado
(1995) where unusual jumps in the exchange rates of ERM currencies are explained in terms of real
exchange rate deviations from a reference value and different variables that determine the costs for the
monetary authorities of maintaining a given exchange rate.

In particular, the starting point of the analysis is an error correction model (ECM) for the
first difference of the peseta's (log) effective exchange rate. This model is enlarged with terms which
take into account the possibility of a jump in the exchange rate. Following Ayuso and Pérez-Jurado
(1995) the size of the jumps is assumed to be a function of PPP deviations. The probability of the
jumps is also estimated using Probit models that allow us to investigate to what extent
macroeconomic variables may help to predict such jumps.

According to the estimate of our modified ECM equation, exchange rate jumps act to
accelerate the speed of adjustment to the long run equilibrium. On the other hand, although a number
of macroeconomic variables can help to explain why exchange rates jump, their predictive power is
rather low.

The structure of the paper is the following: after this introduction, Section 1 depicts the

1  We are grateful to W. Melick for his excellent discussion and to the participants at the meeting of central bank
econometricians and model builders held at the BIS. We also thank O. Bover and J.J. Dolado for helpful comments.

2 Surveys on this topic are legion. See, for example, MacDonald and Taylor (1989).

3 See Bajo and Sosvilla (1993) for a survey on the empirical evidence on different theoretical models to explain the
peseta's exchange rate dynamics.



basic model. Section 2 deals with the estimate of the modified ECM equation and Section 3 is
devoted to estimating the jump probabilities. The final section summarises the main results in the

paper.

1. Econometric framework

Our starting point is the work by Ayuso and Pérez-Jurado (1995). This paper decomposes
the expected devaluation rate into the likelihood of a devaluation and its expected size and puts
forward, in the context of the ERM, the following univariate model for the bilateral peseta-
Deutschemark exchange rate:

s,=k+T(L)s,_,+d, +€,
g d;  with prob Pr,_, (1
““lo with prob 1-Pr,_,

where s, is (the log of) the exchange rate; F(L) is a general lag polynomial; d; is the size of the
exchange rate jump in the event of a devaluation; and Pr,_; is the likelithood, at time #1 , of a
devaluation occurring at time ?.

It is also assumed that d; depends on the vector of variables x;i_l and that a devaluation

takes place when a given indicator ¢, becomes positive. This indicator can be interpreted as the cost
perceived by the government of maintaining the current parity. This cost depends on a vector of

fundamentals x;_;. Therefore:

dy =B“xL +uf @)
¢ =Pxi+uf 3)
Pri_y=prob. (uf > —B°x¢.,) )

According to the results in Ayuso and Pérez-Jurado (1995), d; depends exclusively on
the deviations of the real exchange rate from a reference level, so that equation (2) can be rewritten as:

d; =[3(tcrt_1 —tcr*)+u;1 =?\.~Btcrt_1+utd 2"

Neither ¢, nor d, are observable. The only information available to the econometrician is
whether or not a devaluation has occurred and, conditional on its occurrence and on an estimate of &
and T'(L), its size (d,* ) However, by defining a binomial variable:

1, ifc >0
w,=
’ {0, if¢; <0 ©)

the parameters B can be estimated from a probit model for ®, Given the probit estimates, By can
also be obtained by including in equation (2) the well-known Heckman lambda. Nevertheless, Ayuso

and Pérez-Jurado (1995) confined their attention to the direct estimation of Bd from a non-linear
transformation of equation (2) which exploits the uncovered interest rate parity assumption and the
information contained in the interest rate differentials.

In this paper the aforementioned framework is extended in a number of directions. First,
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a more general process for the exchange rate is allowed for by using the results in Pérez-Jurado and
Vega (1994). In a multivariate-multicountry framework based on the Johansen procedure, Pérez-
Jurado and Vega (1994) found evidence that in the long run prices in the tradable sector (as proxied
by the industrial price index) in Spain, Italy, France, the United Kingdom, Germany and the United
States, expressed in the same currency, tend to converge. This convergence implies that the bilateral
and multilateral real exchange rates follow processes that tend towards a constant long-run
equilibrium. Hence PPP holds in the long run when prices of non-tradable goods are excluded from
the analysis.

This cointegration property allows us to extend equation (1) by estimating the following
ECM:

P
As, = —3(Ap—- P*), —Quer + iaiAst—l +X BN+ ﬁ 8P+, (6)

i=1 i=1 i=1

where s5,, p, and p;, (all variables in logs) stand for respectively, the nominal exchange rate index
vis-a-vis OECD countries (foreign currency/pesetas), the domestic industrial price index, and a

weighted index of industrial prices in OECD countries and fcr, =s,+ p, — pt* is the real exchange rate.
The following statistical properties of the data are implicit in the specification of equation (6)*:

p~12) , pi~1(2)
s~10) , (p=p7)~10)
Alp-p*)~1(0) , ter,=s,+p,—p; ~1(0)

The second extension is related to the concept of exchange rate jumps. Ayuso and Pérez-
Jurado (1995) confined their analysis to official devaluations of the peseta - i.e. realignments - during
the ERM period (1989:6 onwards). In this paper the analysis is extended to also including these cases
where, although no devaluations occur, there are abrupt changes (both positive and negative) in the
exchange rate. Such episodes will be labelled as jumps.

Because extended concept increases the number of observations on jumps, it allows us to
include both depreciation and appreciation episodes and it is readily extended to the free-floating

period. But it also presents some shortcomings. First, variable ¢; must be reinterpreted as the short-
term economic costs that agents, both public and private, perceive from maintaining a given level of
the nominal exchange rate. Secondly, a problem of econometric identification arises as variable ®, is

no longer observable. In this latter respect the adoption of a fairly empirical approach is suggested by
assuming that the exchange rate jumps whenever the absolute value of the residuals in equation (6)
exceed some arbitrary critical value (0 %).

In accordance with the extended concept of a jump, two variables (Q, and D,) are
defined:

0= 0, if 4,<8
1L, ifu, 28

_J0, if u,>-6
D"‘{l, if i, <8

4 See Pérez-Jurado and Vega (1994) for a detailed description of unit root test results.
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The first variable (Qz) captures positive jumps, i.e. unusual appreciations of the exchange

rate, while the second (D,) captures negative jumps, i.e. unusual depreciations. These variables enable
us to estimate two probit models in Section 3 relating the likelihood of jumps, both positive and
negative, to economic fundamentals. Moreover, they make it possible to estimate the parameters in
equation (2') explaining the size of the jumps>.

Residuals from equation (6) can be decomposed into two components: one capturing

abrupt changes in the exchange rate (d, ), and the other a homoscedastic innovation (v,): 4 =d, +v,.

Noting further that d, =(D, + Qt)d,* and substituting equation (2') into equation (6) yields:

As, :q)lzt—l —ofcr +7L(Dt +Qt) - B(Dt +Qt) fer_ +1; )
" =(Dt+Qt) utd‘*'vt

where the vector Z,_; groups all variables in (6) other than fcr,_; and the residuals 7, are
no longer homoscedastic. Instead:

else)-{°

In the next section we estimate the exchange rate equation by GLS® using monthly data
over the sample 1974:7-1995:9. In order to test for asymmetries in the effects of positive and negative
exchange rate jumps, we estimate a slightly different version of equation (6'):

if (Dt+Qt)=1
if (Dt+Qt)=0

< N3N

As,=®'Z, | —outcr,_j+N D+ X" D, —B D, ter,_—B*Q, ter,_| +E, (6"

where:

0? if Q=1
E(g2)={ ot i D=1

otherwise

2. Exchange rate dynamics

As described above, the proposed econometric strategy begins by estimating the error
correction model for the changes in the (log) exchange rate given by equation (6). When this equation
is estimated by OLS using monthly data spanning the period 1974:4-1995:9, the coefficient a=—.046
(t-ratio = —2.3), on the error correction term turns out to be consistent with the low speed of
adjustment towards the PPP long-run equilibrium underlined in Pérez-Jurado and Vega (1994). More

importantly, as expected, the estimated residuals, %, show strong signs of heteroscedasticity and non-
normality. Conversely, no signs of autocorrelation or ARCH are detected.

5 In Vlaar (1994), jump probabilities and jump effects on the exchange rate dynamics are jointly estimated inside the
ERM. Nevertheless, he has to assume that jump sizes are constant.

6 Note that although (D, +@,), (D, +Q, )i, and m, are different functions of #,, the chosen functional forms are such

that neither regressor is correlated with the noise, thus making IV estimation unnecessary.
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Chart 1 shows the scaled residuals from the estimation and Table 1 summarises some
diagnostic tests on these residuals. The White (1980) HET test rejects unconditional

homoscedasticity. The Doornik and Hansen (1994) N, statistic strongly rejects normality, indicating a

distribution which is skewed to the left and has fatter tails than the normal distribution, i.e. extreme
values are more common than in the normal distribution.

Chart 1
Scaled residuals from equation (6)
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Table 1
Some diagnostic tests on the residuals from equation (6)
OLS estimates
Sample: 1974/7-1995/9
LM12’216=.892 ARCH7’214:.058 HEE1,186:1'545*
N, =304.3xx* Sk=-3.738 Ek=27.144
Number of jumps (%)
Positive Negative Total
0=2.0%..cccerrrrrrrrerrrrerrnrennne 8 (3.1%) 12 (4.7%) 20 (7.8%)
0=175%.cccccevvrrireirrerernnns 11 (4.3%) 14 (5.5%) 25 (9.8%)
0=1.5%.ccccccrrriirrirrrenrnrans 17 (6.7%) 17 (6.7%) 34 (13.4%)

Notes: See the Appendix for a description of test statistics. * and ** stand for, respectively, rejection at the 5% and 1%
significance level.



The latter observation provides some support for the proposed decomposition of the

residuals into two components: the first (d,) capturing abrupt changes in the exchange rate -jumps-,

and the second (v,) a homoscedastic innovation. The bottom part of Table 1 shows the number of

jumps in the sample depending on the empirical definition of jumps (0): there are 20 jumps for 6=2%,
25 for 6=1.75% and 34 for 8=1.5%, representing, respectively, 7.8%, 9.8% and 13.4% of the sample.

The variables D, and O, were defined as dummies which take values equal to one

whenever there is a jump and zero otherwise. Again, depending on 0, we have three pairs (Dt’Qt).
Results for GLS estimates of the preferred specification of equation (6") are summarised in Table 2.

The bottom part of the table reports some diagnostic tests on the transformed residuals that are shown
in Chart 2.

Table 2
Estimation of (6"") and some diagnostic tests
Exchange rate equation: GLS estimates
Sample: July 1974 - September 1995
As,  =p+oyAs (A28, + 8%, )+ o (A2, +A%p, ) +8( %)
t =H+0LAS HO\ATS | +A's, 3+ a3\ ATp, +ATp, |+ O\ Ap - Ap*), |
+oter,_+N D, +BDxter,_ +AQ, +BTQ,*ter,_
ter, =5+ p— Py
0=2% 0 =1.75% 0=1.5%
) .1023 (2.09) .0874 (1.97) .1047 (2.68)
O] creteeriieeen it 1915 (4.37) .2070 (5.36) 2552 (6.71)
Q) ceeerernrree e .0792 (3.35) .0760 (3.48) .0958 (4.81)
O3 eeeeariree e e eeiereeeiaea e 1641 (2.22) 1778 (2.62) 2496 (4.19)
5 —2417 (2.07) —.1958 (1.98) ~2928 (3.29)
a —-.0225 (2.07) —.0192 (1.96) —-0232 (2.69)
A e .8000 (1.42) .6002 (1.40) .5642 (1.53)
B e —.1879 (1.54) —.1425 (1.48) —1331 (1.60)
A - .1410 (0.66) 2811 (1.77)
Bt s - —0265 (0.56) —.0579 (1.65)
R* = .58 R = 57 R* = 53
LM, ;5 = .63 LM ;534 = .5l LM 553, = 53
ARCH 55, = .98 ARCH,y, = 26 ARCH 5 = 119
HET s = .36 HET s = 46 HETgps = 1.01
RESET ;s = 1.12 RESET,,,;s = 1.66 RESET ;53 = 3.02
N, = 520 N, = 5.01 N, = 3.42
H' = .09 H' = .15 H' = .12
H® = 239 H® = 231 H® = 2.62

Notes: See the Appendix for a description of test statistics. T-ratios in brackets.




Chart 2
Scaled residuals from equation (6'")
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Some features are worth mentioning. Firstly, the point estimate of o, the parameter that
measures the speed of adjustment towards the long-run equilibrium in the absence of jumps, is
somewhat above 2% (with t-ratios ranging from 2.0 to 2.7), and thus smaller than in equation (6). The
remaining point estimates are quite similar to those of equation (6).

Secondly, exchange rate jumps act as an accelerator mechanism towards restoring the
long-run equilibrium defined by PPP. For negative jumps - i.e. unusual depreciations - the parameter

B~ that measures how much of the accumulated gain or loss in competitiveness is reverted when there
is a jump is estimated between 13% and 19%, depending on the definition of jump: this is close to
that estimated in Ayuso and Pérez-Jurado (1995) when the most restrictive definition is used (6=2%).

For positive jumps - i.e. unusual appreciations - this accelerator mechanism is weaker. The B*
parameter ranges from 0, for the most restrictive definition of jump (6=2%), to 6%, when 6 equals

1.5%. In the intermediate case (6=1.75%, A, A" and B*), t-ratios are well below 1, although the point

estimates imply that the normal speed of the adjustment towards PPP equilibrium is doubled. In
general terms, the precision of these estimates is low because of the lack of degrees of freedom. This
leads to low t-ratios, but the effects are economically meaningful.

Finally, diagnostic tests performed on the transformed residuals reveal no signs of
autocorrelation, ARCH, unconditional heteroscedasticity or misspecification as reported, respectively,
by the LM [Harvey, 1990], ARCH [Engle, 1982], HET [White, 1980] and RESET [Ramsey, 1969]
tests. Normality is not rejected at standard confidence levels, even in columns 1 and 2 where only
negative jumps are added to equation (6). The normality test statistic decreases’ from more than 300
to values around 5. Also, H! and H? [Hansen, 1992] tests show no signs of within-sample parameter
instability.

Overall, the results from estimating the exchange rate equation given by (6") seem quite
satisfactory, especially when 6 is equal to 1.5%. The estimates point to an exchange rate characterised
by a slow adjustment towards the long-run equilibrium determined by relative prices in the tradable
sector. Occasionally, unusual abrupt changes occur, acting as an accelerator mechanism of this
adjustment process. This accelerator effect is stronger when the jump implies an unusual depreciation.

Exchange rate jumps, both positive and negative, take place when economic agents
perceive that maintaining a given level of the nominal exchange rate is costly in the short run. Which
macroeconomic fundamentals affect this perception is analysed below.

3. Jump probabilities

In this section we analyse to what extent fundamental macroeconomic variables can help
anticipate future jumps in the peseta's effective nominal exchange rate.

The probability that agents assign to a future jump in the exchange rate plays an
important role in explaining the credibility of exchange rate commitments like the ERM.
Nevertheless, the literature has paid more attention to credibility indicators that take into account not
only probabilities but also the expected size of the jump. Only a few papers have focused on
estimating jump or realignment probabilities inside the ERM (see, for instance, Mizrach, 1993 and
Gutiérrez, 1994) and they do not include the peseta. Recently, Ayuso and Pérez-Jurado (1995)
estimated the probability of a realignment of the bilateral exchange rate of the peseta (and other ERM
currencies) against the Deutschemark, using an empirical model that explains this probability in terms
of the general performance of the ERM, a reputation effect, and a policy condition requiring an

7 It should be clear that our approach is a parsimonious modelling of jumps and does not involve the usual jump by
jump intervention analysis.



interest rate level consistent with a country's position in the economic cycle. In any case, in all these
papers jumps in exchange rates are associated with central parity realignments and always imply an
unusual depreciation of the currency considered against the Deutschemark. Compared with that
approach, jumps in the peseta's effective exchange rate are more difficult to define.

As explained in earlier sections of this paper, we define exchange rate jumps empirically
and consider different critical sizes which allow for a reasonable number of jumps (between 8% and
14% of the sample size). In our case, jumps are both positive and negative and it is worth noting that
jumps over the ERM period other than those associated with changes in central parities are included,
as well as jumps over the non-ERM period that were not preceded by any official announcement.

We fit the probabilities of both an unusual depreciation, and an unusual appreciation in
the exchange rate over the next month by estimating two probit models, one for positive jumps and
the other for negative ones. This approach merits some comment. Strictly speaking, the exchange rate
can show a positive jump, a zero jump or a negative jump at any time. Thus, we face a multinomial
qualitative variable taking three possible values. However, as can be seen in McFadden (1984),
multinomial qualitative response models are rather rigid and restrictive, like the multinomial Logit
model, or have high computational requirements, like the multinomial Probit model. Instead, our
approach relies on binomial Probit models that are both flexible and easier to implement.
Nevertheless, it does not guarantee that the sum of negative and positive jump probabilities is below
1. Our results show, however, that this restriction has not been binding at any time in our sample.

Regarding the choice of the explanatory variables, we consider a relatively wide set of
macroeconomic variables which, according to economic theory and to the results in the above-
mentioned papers, could be arguments in the cost function described in Section 1 and, therefore, help
to explain the probability of exchange rate jumps: real exchange rate, current-account deficit, inflation
differential and variables capturing the relative position in the business cycle such as the
unemployment rate, output growth, the real interest rate or the capacity utilisation index. Naturally,
these variables are appropriately lagged in order to avoid simultaneity problems.

The maximum likelihood parameter estimates of the Probit models are shown in Tables 3
and 4. Charts 3, 4 and 5 show the fitted probabilities. The parameter estimates in Table 3 exhibit
correct signs although, in several cases, they are only marginally significant. According to these
estimates, the better the cyclical position (the higher the capacity utilisation is) the lower the
probability of an unusual depreciation. On the other hand, the higher the accumulated real
appreciation (over the last 12 months), the higher the negative jump probability, although this effect is
less important after the entry of the peseta into the ERM. In the same vein, the higher the current-
account deficit, the higher the probability of an unusual depreciation. This effect, however, also
disappears after the peseta's entry into the ERM3. Finally, the exchange rate regime change in June
1989 increased the probability of an unusual depreciation and opened the door to a new variable
capturing the policy requirement (or dilemma) that the domestic interest rate needs to be considered
with the new exchange rate commitment as well as the cyclical position. The greater this dilemma, the
greater the probability of an abrupt depreciation®.

If we focus on the probability corresponding to months in which jumps have effectively
occurred, the mean for these months is clearly higher than the mean probability for the remaining
months. Histograms (not-provided) show that probabilities are distributed quite differently for the
months in which jumps are observed. This is also the case for positive jumps.

Point estimates in Table 4 show, however, some wrong signs. This is the case for the
cyclical position and for the accumulated real appreciation, during the period when the peseta was
outside the ERM, although the first one is not statistically significant and the second is only
marginally significant. After June 1989, however, both variables are correctly signed and are

8 To be more precise, the parameter changes its sign and is not statistically significant.

9  Other variables have t-ratios below 1 and, sometimes, the wrong sign.
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significant: the probability of an unusual appreciation increases if the cyclical position improves or the
real exchange rate has depreciated in the last 12 months. Contrary to Table 3, the entry of the peseta
into the ERM reduced the probability of positive jumps. Again, the mean probabilities corresponding
to months in which positive jumps have been observed are well above those for the remaining
months.

Table 3
Probit model for the probability of an unusual exchange rate depreciation

Pry(D,=1)= @D(XEIBD)
Probability of a jump higher than
2% 1.75% 1.5%
CONSLANE ..c.veieveirenr et eree st esresse e sreeee 6.74 11.40 9.82
(.93) (1.62) (1.51)
Cyclical position ! ..........cccovvvvvvveeiveeiereiess e —-13 -19 -15
(-1.38) (-2.08) (-1.85)
Accumulated real appreciation 2 ............cccovevevnnnns 17.03 19.61 8.67
(2.12) (2.41) (2.15)
CA defiCit 3 oo .05 .05 .02
2.61) (3.05) (2.40)
ERM? oottt b s eessieen 1.67 1.76 46
(2.08) (2.19) (1.04)
Accumulated real appreciation times ERM............. -16.39 -16.17 -8.60
(-1.87) (-1.85) (-1.40)
Policy dilemma time ERM 5.............c..ccocvvvunnnne. .07 .06 .06
(1.63) (1.44) (1.42)
PSEUO-R? ..ottt 11% 13% 10%
RM G sttt 5.16 5.08 3.53
RE 7ottt 4.5% 5.3% 6.5%

The model includes 246 observations corresponding to the period February 1975 to July 1995; t-ratios in brackets.

1 Capacity utilisation index.
2 Over the last 12 months.

3 As a percentage of GDP until May 1989, and 0 thereafter.
4 Dummy variable that takes unit value as from June 1989.

5 1-month interest rate differential divided by 12-month output growth differential (proxied by industrial output growth).
6 Ratio between mean probabilities in months with and without jumps.
7 Relative frequency of the corresponding jumps in the sample.

In Tables 3 and 4, results are very similar for jumps higher than 2%, 1.75% or 1.5%,
although they are slightly better in the second case. Nevertheless, the pseudo-R? (see Estrella, 1995)
range from 4% to 13% and are particularly poor for the positive jump models. The low predictive
power of the Probit models is also confirmed by Charts 3, 4 and 5 which show that fitted probabilities
are, in general, small'%, which relatively frequent peaks in periods in which the exchange rate has not
jumped. Again, the picture is worse for positive than for negative jumps.

10 Over the ERM period, the estimated probability of an unusual depreciation is of the same order of magnitude as the
realignment probability found in Ayuso and Pérez-Jurado (1995).
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Table 4
Probit model for the probability of an unusual exchange rate appreciation

P’?—l(Qt = 1) = (I)(XtQ_1BQ)
Probability of a jump higher than
2% 1.75% 1.5%
CONSLANE ....evieriirriiiiie et eeaeeeenraee e 2.77 7.88 291
(.22) (-80) (.40)
Cyclical position ! ........cccooerveunivereeiriniereeien. —.06 —12 —.06
(-.39) (-99) (—.61)
Accumulated real appreciation % .............cccoooveveenn. 7.73 7.11 4.09
(1.83) (2.04) (1.63)
ERM 3 e -28.9 -34.0 -31.5
(-1.56) (-2.03) (-2.08)
Accumulated real appreciation times ERM............. -30.1 -29.5 -25.6
(-2.78) (-2.79) (-2.59)
Cyclical position times ERM.........ccc.oocnvininninninns .38 44 .40
(1.59) (2.04) (2.09)
PSEUdO-R2 ... 6% 5% 4%
RM 2 ettt 495 2.65 1.94
RE S ettt 3.3% 4.5% 6.9%

The model includes 246 observations corresponding to the period February 1975 to July 1995; t-ratios in brackets.
1 Capacity utilisation index.

2 Over the last 12 months.

3 Dummy variable that takes unit value as from June 1989.

4 Ratio between mean probabilities in months with and without jumps.

5 Relative frequency of the corresponding jumps in the sample.

Chart 3
Fitted jump probabilities: jumps higher than 2%
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Chart 4
Fitted jump probabilities: jumps higher than 1.75%

Note: Vertical lines correspond to observed jumps.
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Chart 5
Fitted jump probabilities: jumps higher than 1.5%

8 Unusual depreciation
6
4
2
0
2 ;
4
6

| Unusual appreciation

| ! l ! i ! i i | ! [
19751 19771 19791 19811 19831 19851 1987.1 1989.1 19911 1993.1 19951




All in all, it can be said that according to our results, agents can hardly anticipate these
unusual exchange rate jumps on the single basis of the macroeconomic fundamentals mentioned. This
difficulty is especially clear when we look at the unusual appreciations. If agents were able to
anticipate exchange rate jumps correctly, other factors such as expectations about political events or
speculative bubbles should also play an important role. Unfortunately, these variables are difficult to
measure and, therefore, difficult to include in a model like ours. Hence, not too much can be said
about the timing of the exchange rate jumps, though some information is provided with respect to the
macroeconomic fundamentals that may help to reduce this uncertainty.

Conclusion

In this paper we investigate the dynamics of the peseta's effective exchange rate vis-a-vis
the currencies of other OECD countries over the period from January 1974 to September 1995. The
proposed empirical model extends the results in Pérez-Jurado and Vega (1994) and Ayuso and Pérez-
Jurado (1995). The former found that PPP holds in the long run when only prices in the tradable
sector are considered. The latter estimated a model for the realignment probabilities inside the ERM
and for the related jumps in the exchange rates. The results of both papers are embraced in our
analysis by estimating an equation for exchange rate dynamics that combines the features of an ECM
and the possibility of unusual jumps. The size and the probability of these jumps are also estimated.

Jumps are defined empirically and include not only "official" devaluations as in Ayuso
and Pérez-Jurado (1995) but also other abrupt depreciations or even appreciations that are above a
given threshold. Several thresholds are considered with a view to testing the robustness of the results.

The size of these unusual jumps depends on the deviation of the real exchange rate from
its PPP value. Therefore, jumps enter the ECM as of 'accelerators' in the path towards the long-run
equilibrium. In particular, negative jumps, i.e. unusual depreciations, multiply the speed of the
adjustment process by a factor ranging from 10 (for the most restrictive definition of a jump) to 7 (for
the least restrictive one). This accelerator effect is less clear for unusual appreciations. Only for the
less restrictive definition of a jump is that effect significant, multiplying by 4 the speed of the
adjustment.

Regarding the perceived probability of exchange rate jumps, two Probit models were
estimated, one for each sort of jump. The results underscore that jump probabilities react to changes in
certain fundamental macroeconomic variables: the current-account deficit (over the period when the
peseta was outside the ERM), the accumulated real appreciation over the last twelve months and the
position of the economy in the business cycle. Nevertheless, estimated probabilities are small and
show relative peaks in periods in which exchange rate jumps have not occurred. Therefore, an
important degree of uncertainty remains in predicting the timing of jumps.
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Appendix

All the calculations in the paper have been made using TSP 4.2B and PcGive 8.0. The
following is a list of the test statistics reported in Tables 1 and 2:

LM;; = the Lagrange Multiplier F-test for residual autocorrelation up to i order. See Harvey
(1990) for a description.

ARCH;; = the Autoregressive Conditional Heteroscedasticity F-test reported in Engle (1982).

HET. . = the White (1980) F-test for heteroscedasticity. In this test, the null is unconditional

homoscedasticity, and the alternative is that the variance of the residual depends on the
levels and squared levels of the regressors.

RESET;; = the Regression Specification F-Test due to Ramsey (1969). This test may be
interpreted as a test for functional form.

Sk = skewness.

Ek = excess kurtosis.

N, = the Doornik and Hansen (1994) yx2-test for normality.

H, = the Hansen (1992) within-sample parameter instability statistic for the residual variance
o>

H? = the Hansen (1992) joint statistic for within-sample stability of all the parameters in the
model.
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Comments on paper by J. Ayuso and J.L. Vega by W, Melick (BIS)

The paper "An Empirical Analysis of the Peseta's Exchange Rate Dynamics" represents
an innovative and interesting attempt to realistically model variables such as exchange rates that are
subject to "jumpy" behaviour. I would like to highlight the paper's strengths and contributions and
offer two constructive criticisms.

The paper's insights really spring from one source. namely the authors use of a general
definition of an exchange rate jump. The easy approach of defining a jump as a realignment of an
official zone or parity is avoided, allowing for three significant contributions. First, this general
definition of a jump allows, in the case of Spain, a longer time series to be analysed, not just the
period over which Spain has participated in the ERM. Second, the general definition of a jump gives
the paper a wider applicability. The modelling strategy developed here can be applied to countries
with a floating regime as well as to those with a fixed or target regime. Therefore, the technique and
results are of interest under any set of circumstances. Finally, the general definition of a jump allows
for interesting tests when countries transition from one exchange regime to another, as was the case
for Spain in 1989. To my mind the most interesting parts of the paper are the results from the probit
estimations when comparing periods before and after June 1989. The disappearance of a current
account effect after entry into the ERM is a finding worthy of further study.

Unfortunately, the general definition of a jump is not without problems. The general
definition gives rise to an unobserved or latent variable (the jump) that complicates any estimation.
The authors handle this problem using a two-stage estimation procedure. In the version presented at
the December meeting, the procedure was somewhat flawed, resulting in biased and inefficient
estimates, as pointed out in my comments at the meeting. In this revised version of the paper, a clever
and simple modification of the two-stage procedure removes the bias in estimated coefficients.
However, the inefficiency remains. I offer an alternative strategy. The model could be estimated
using the regime switching technique of Hamilton, augmented with the assumption that transition
probabilities (the jumps) are determined by fundamentals. That is, Markov switching variables could
be defined, with the probability of being in a jump state determined by the fundamentals currently
used in the probit estimation. Two such variations on the Hamilton technique have been developed,
one by Diebold, et al (1994) and the other by Filardo (1994). This alternative strategy would allow
for a simultaneous estimation of the model, avoiding the inefficiency problem.

Moving from econometrics to economics, my second constructive criticism involves the
choice of variables used to explain the exchange rate. It seems somewhat restrictive to include only
home and foreign prices as determinants of the exchange rate. It seems reasonable that there might be
other short-run determinants of the exchange rate that ought to be included. I am curious if variables
such as interest rates were part of an initial specification and rejected, or if they were not considered
from the outset. Given the findings of some of the other papers presented at the meeting, it seems a
longer list of determinants should be included or at least examined.

By way of conclusion, the paper provides a specification for exchange rates, be they fixed
or floating, that allows for the jumps commonly seen in the data. Such a specification should be
valuable and widely applicable. In the context of model building, the paper raises questions on the
implication of such jumpy behaviour for the modelling of rational agents expectation formation.
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On the fundamental determinants
of the Swiss franc exchange rate for the D-mark!

Franz Ettlin

Introduction

The reaction patterns of the foreign exchange markets are macroeconomic phenomena of
great concern to central banks and other economic policy makers as well as to important parts of the
financial and business community. Unfortunately, economists have, in the past, not done well in
reliably tracing and quantifying these reaction patterns of exchange rates. As a consequence they have
become rather pessimistic in regard to the development of successful econometric exchange rate
models based on fundamental determinants; i.e. standard macroeconomic variables. Out-of-sample
predictions of such fundamental models have usually been either not much better, no better or — in
most cases — still more inaccurate than the no-change predictions of the unpretentious simple random
walk model, even when the actually realised rather than forecasted values of the fundamental
explanatory variables were used. This predictive failure justifies a sceptical attitude in regard to the
theoretical and practical relevance of much of existing exchange rate theory. It appears that
economists do not yet understand the determinants of short to medium-run movements in exchange
rates.2 This paper attempts to bring optimism back to this issue by presenting — as an alternative to the
established but empirically unsuccessful monetary models — a behavioural type of fundamental
exchange rate model which clearly beats the no-change predictions of the random walk time series
model for a relatively wide range of time horizons.

1. Specification of an alternative fundamental model

In developing the fundamentals-based behavioural model of the Swiss franc exchange
rate for the D-mark the focus was on a set of variables from the financial and goods markets which
economic agents might actually use as relevant signals. The univariate stationarity properties of the
chosen data set provided essential information for model construction. Stationarity tests, the results of
which are summarised in footnote 4, suggest that the level form of the stochastic data series are all
individually integrated of order one. This led, in particular, to the specification of a relationship
between the levels — rather than the changes — of the exchange rate and the interest rate differential
between the countries concerned. Moreover, on the basis of preponderant observed reaction patterns in
the foreign exchange markets, the model envisages, on balance, a positive — rather than negative —
partial relationship between the domestic level of interest rates and the external value of the domestic
currency (given by the inverse of the exchange rate, defined as the domestic price of foreign
currency). Both of these features are contrary to the uncovered-interest-parity framework, which
economists continue to use as a guiding principle in their monetary exchange rate models in spite of
its poor empirical record.?  Apparently, the risk-neutral arbitrage behaviour under rational

1 Revised and updated version of Ettlin (1995a).

2 This conclusion is drawn, for example, by Meese (1990, p. 132), after reviewing the empirical performance of
monetary exchange rate models based on the asset market approach, which have been dominant in the literature for
most of the last two decades.

3 For negative empirical results regarding the application of that framework to the implied relationship between Swiss
and German interest rates, as well as the presentation of an alternative approach, see Ettlin and Bernegger (1994).
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expectations, on which uncovered interest parity builds, is not decisive for the movements of the
foreign exchange markets in general.

The specification of the single-equation behavioural model of the nominal Swiss franc
exchange rate for the D-mark (represented in the model by the mnemonic symbol LSFDM) contains
two interest rate differentials among its explanatory variables. These are the differential between the
official discount rates in Switzerland and Germany (RDISD) as well as the differential between the
three-month Swiss franc and D-mark Eurodeposit rates (R3MSD). The former variable serves as a
robust current indicator of relative monetary policy while the latter represents a key measure of
relative market interest rates. There is also a term structure differential (R3YSD - R3IMSD) regarding
the relative steepness of the yield curve between three-year and three-month Euromarket rates for the
two currencies. This variable contains information on forward, i.e. expected future short-run interest
rate differentials and thus also on the relative stance of future monetary policy. It should be observed
that in contrast to most fundamental exchange rate models in the recent literature, no measure of
relative money supply is included among the relevant fundamentals, since the discount rate
differential provides a more autonomous and econometrically much more reliable measure of the
relative stance of monetary policy.

Furthermore, the natural logarithm of the ratio of the consumer price indices in the two
countries concerned (LPCSD) is generally recognised as a representative measure of the relative
purchasing power of the two currencies. The logarithm of the (lagged) ratio of industrial capacity
utilisation (LCUSD) is intended to serve as an indicator of the comparative cyclical state of real
economic activity. A positive difference of the current account balance to GDP percentage ratio
(CAGSD) is interpreted by the foreign exchange market as a sign of relative strength of the local
currency. The implied larger relative capital outflow or smaller inflow apparently requires a
differential foreign exchange risk premium on account of imperfect substitutability between (changes
in) domestic and foreign assets. Finally, the logarithm of the lagged US-dollar exchange rate for the
D-mark (LUSDM) is also included as a fundamental signal. The choice of this variable derives from
the fact that US-dollar investments are a substitute for D-mark or Swiss franc investments, whereby it
is empirically observed that the Swiss franc tends to be proportionately more affected than the D-mark
by fund flow pressure out of or into US-dollars. This can be attributed to the relatively smaller
liquidity in the Swiss financial market.

2. Estimation procedure and results

The econometric exchange rate model based on the above-mentioned set of fundamental
determinants is estimated for the sample period 1979Q2 — 1991Q2. The starting point coincides with
the beginning of the institutional framework of the Exchange Rate Mechanism of the European
Monetary System, in which Germany participates. The early termination of the in-sample period in
1991Q2 allowed the inclusion of four quarters of observations following the structural break related to
the German unification in mid-1990, while still leaving up to 19 calendar quarters for extended post-
sample prediction tests. Regarding methodology, the single equation two-step ordinary least squares
procedure developed by Engle and Granger (1987) is applied.*

4 This requires, as a preliminary task, the testing of the univariate time-series properties of the data used in the study. It
was done by means of augmented Dickey-Fuller tests, with the critical values derived from MacKinnon (1991). For
none of the stochastic level variables in the model was the null-hypothesis of the presence of a unit root rejected at the
1% size of a one-tail test, whereas for all the corresponding first differences the unit root hypothesis was rejected by
the same criteria. This implies that the individual data series should be treated as being I(1), i.e. integrated of order
one; they need to be differenced once to become stationary.
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Table 1
Cointegration equation

LSFDM*=3.177+1.026 LPCSD~ 0.025RDISD - 0.012M 2R3MSD—0.018[ R3YSD — R3YSD]
~0.493M2LCUSD_; —0.061LUSDM_ ~0.009{ M2CCAGSD_,[1~ D9OUNIF |}

+0.021D8IWALL—0.050 DIOUNIF +0.008{SD24[1— DIOUNIF ]}

Sample period 1979Q1 - 1991Q2
Cointegration regression Durbin-Watson StatisStic .........c.ccoereerreiinninniie e seenc e e 1.889
Standard error Of TEEIESSION .......cvviiviiirieieeeree i eete e e eesteeesbeestreascaeasessreaseseessessseasseees 0.009

Note: Because of non-standard distribution, the standard t-values are not reported.

The cointegration equation in Table 1 shows — as the first of the two main steps of the
estimation procedure — the equilibrium relationship between the logarithm of the nominal exchange
rate and the chosen set of fundamental variables. The estimated coefficient of the discount rate
differential is -0.025. This implies that the Swiss franc will, ceteris paribus, ultimately strengthen by
2% percent when the Swiss discount rate is raised by 1 percentage point, or when the German
discount rate is lowered that much. The response parameter of the three-month Euromarket rate
differential is -0.012, i.e. about half of the one related to the discount rates. Finally, the relative term
structure between three-year and three-month Euromarket rates affects the logarithm of the exchange
rate with a coefficient of -0.018.

The estimated coefficient for the logarithm of the ratio of consumer prices is 1.026; it
practically coincides with unity. Thus, as the equilibrium nominal exchange rate adjusts fully to the
relative price level, the real exchange rate is by implication not influenced, ceteris paribus, by such
aggregate price movements.

The logarithm of the lagged ratio of industrial capacity utilisation captures the influence
of the comparative cyclical state of real activity. The coefficient of -0.49 indicates that for each
percentage point of relatively higher (lower) capacity utilisation in Switzerland than in Germany the
Swiss franc will appreciate (depreciate) by 0.5 percent. At this time, it remains undetermined by
which potential path this cyclical effect mainly arises. It could be, for example, via profitability, share
prices, or anticipated monetary policy reaction.

The logarithm of the lagged US-dollar exchange rate for the D-mark has a long-run
coefficient of -0.061. This implies, for example, that a 10 percent increase in that exchange rate, i.e. a
corresponding depreciation of the US-dollar, will lead to an appreciation of the Swiss franc vis-a-vis
the D-mark by 0.6 percent. As already explained, both the D-mark and the Swiss franc tend to
appreciate (depreciate) when the effective dollar weakens (strengthens), but the relative impact on the
Swiss franc is usually somewhat larger. On account of simultaneity problems, the presumably larger
unlagged response within a calendar quarter would be traceable only with a system of at least two
equations, in which the reaction patterns of the US-dollar vis-a-vis the D-mark are also modelled.

The difference between Switzerland and Germany regarding the current account to GDP
ratio shows a response parameter of -0.009. This means, for example, that with a +7 percent ratio for
Switzerland and a +2 percent ratio for Germany the Swiss franc would on that account alone be some
4 percent [i.e. -0.009 (7-2)=-.045] stronger vis-a-vis the D-mark.

The economic and monetary unification of Germany in 1990 introduced a large structural
break into the German current account data. Because of that break the relative current account variable
in the model is considered reliable only until April 1990. After that date only the mean impact of the
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relative current account balance is included in the form of the negative coefficient of the level dummy
variable D9OUNIF.> If the entire value of that coefficient of -0.05 is attributed to the mean of the
difference between the scaled current account balance of Switzerland and Germany, then this would
correspond to a pre-unification effect of an average excess of the Swiss current account to GDP ratio
of some 5' percentage points, whereas the actual data for the period 1990Q3 — 1996Q1 show an
average excess of more than 7 percentage points. The German current account data for the 1990s are
subject to some further problems as the introduction of interest rate taxation led to large-scale tax
evasion which induced considerable outflows of capital and inflows of interest income. It seems that
the latter type of interest receipts has so far not been adequately registered in the German current
account data. This implies a corresponding downward bias in the latter during the most recent years.

The transitory dummy variable D89WALL is intended to capture the temporary
appreciation of the D-mark in connection with the international euphoria created by events symbolised
by the fall of the Berlin wall. This is estimated to have resulted in a depreciation of some 2 percent of
the Swiss franc vis-a-vis the D-mark in the last quarter of 1989 and the first quarter of 1990. Finally,
the model contains a seasonal shift which is related to the current account variable, the seasonal
adjustment of which is not appropriate for the current purpose.

The equation shows a cointegration regression Durbin-Watson statistic of 1.89. This
result is close to the ideal value of the Durbin-Watson statistic for a stationary white-noise stochastic
process, and it is obviously very significantly different from zero, which is the expected value of this
statistic under the null hypothesis of non-cointegration. As the latter hypothesis is thus rejected, the
estimated relationship can be considered as stationary and to have a valid error-correction
representation according to Engle and Granger (1987). The null hypothesis of non-cointegration
seems also rejected by an Engle-Granger unit root test on the cointegration residual, but in this case
the critical values can only be derived by approximate extrapolation from MacKinnon (1991), as
criteria for potential cointegration equations with more than six stochastic variables are not provided.

The estimated error-correction- equation for the first differences of the logarithm of the
Swiss franc exchange rate for the D-mark (ALSFDM), which represents the second step of the
estimation procedure, is summarised in Table 2. The last variable listed in this equation is the lagged
error-correction term (LSFDM- — LSFDM*-y). Its coefficient of -1.147 implies that any difference
between the actual level of the exchange rate and its equilibrium value according to the cointegration
equation in Table 1 will practically be fully corrected after one calendar quarter.® Both the large
absolute magnitude and the high t-value of the error correction coefficient confirm the stationary
character of the cointegration equation and the validity of the error-correction representation.
Moreover, the summary statistics of this equation suggest a good approximation to the unknown data
generation process. The standard error of the regression is 0.007, i.e. about 0.7 percent of the
exchange rate level. The adjusted R-square of 0.86 indicates that only 1/7 of the total variance of the
exchange rate changes in the sample period remains unexplained. The Durbin-Watson statistic of 1.84
lies close to the ideal value of 2.0 for a stationary white-noise residual.

5 It seems that, in fact, after about two years of transition following unification, the pre-unification type of sensitivity to
the changing current account situation was re-established. Pursuing that line of approach in the present paper,
however, would have left much fewer observations for the following post-sample prediction tests, which are a crucial
part of the paper.

6 Actually, the point estimate, which is in excess of unity in absolute value, suggests some initial overcorrection. The
difference to -1 is, however, not significant according to all standard test criteria. In any case, as the feedback is
negative, only a coefficient value of -2 or smaller for the error correction term would imply an unstable adjustment
process. It can also be observed that the quarterly unit period of the estimated model is relatively long for the fast
reacting foreign exchange markets; this may tend to lead to a large absolute value of the error-correction coefficient,
provided also that the cointegration equation is quite well specified.
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Table 2
Error-correction equation*

LSFDM = 1.002ALPCSD—0.019ARDISD—0.015AM2R3MSD—-0.01 9A[R3YSD— R3MSD] —0.457AM2LCUSD 4
(3.78) (5.52) (5.78) (9.53) (4.51)
—0.055ALUSDM ,-0.01 IA{M 2CCAGSD_1[1 - D9OUNIF]} —0.029ADSOWALL - 0.030 ADSOUNIF
(233) (4.87) (4.07) (251)

+ (Oé.g)z%A{SDM[ 1~ D9OUNIF]}~ Ll é)7[LSFDM_ |~ LSFDM*_|]

Sample period 1979Q2 - 1991Q2
Durbin-Watson StatiStiC .......cerueeercriiniiiiiiiiiiiii e e 1.838
Standard error 0f TEEIESSION. ... ....iiiiiiiiii ettt ettt e n 0.007
AJUSTED RESQUATE ..ottt e nerens 0.864

Note: Absolute values of the standard t-statistic are shown below the coefficients.
* Estimation method: Two-step OLS according to Engle and Granger (1987).

The short-run response coefficient of the nominal exchange rate with regard to price level
changes is unity, i.e. the same as in the cointegration equation. This means that even in the short run
the real exchange rate remains, ceteris paribus, unaffected by changes in relative consumer prices
between Switzerland and Germany. It does not, however, imply a constant real exchange rate in
agreement with purchasing power parity, since the other explanatory variables affect the nominal and
real exchange rate in equal proportions, both in the short and longer run. The estimated immediate
responses to changes in those other explanatory variables do not differ in sign but to some extent in
magnitude from the corresponding equilibrium responses in the cointegration equation. Any
remaining difference will be almost fully corrected after one calendar quarter via the lagged error
correction term.

The in-sample period of the model was chosen to go only to the second quarter of 1991.
The choice of this early endperiod left up to 19 calendar quarters for post-sample testing, which is
crucial for determining the validity of an empirical exchange rate model.

3. Tests of the accuracy of post-sample predictions

Figure 1 visually illustrates the quarterly development of the Swiss franc/D-mark
exchange rate for the period 1979Q2-1996Q1 as a thick solid line and the corresponding model-based
in-sample predictions for the period 1979Q2-1991Q2 as a broken line. The tracking performance
looks rather good. The post-sample predictions for the period 1991Q3-1996Q1 are indicated by a
dash-dotted line. They correspond to the post-sample projection values from the cointegration
equation. These predictions are somewhat less accurate than the in-sample results. But their overall
tracking performance can be judged as quite satisfactory considering that in this case the post-sample
horizon extends over 19 calendar quarters and that no information on the actual exchange rate between
1991Q3 and 1996Q1 was used for these out-of-sample predictions. The largest prediction errors
appear in 1995Q4 and 1996Q1, after the Swiss franc appreciated on account of a much discussed
speculative surge away from the D-mark. The surge which began in the second half of 1995Q3 related
to fears concerning price stability and interest rate levels in the future European Monetary Union.
Although the present version of the model is not sufficiently complete to endogenously explain this
speculative movement, it does permit to derive an ex post estimate of around 5 percent for the
magnitude of this appreciation.
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Figure 1
Quarterly development of the Swiss franc exchange rate for the D-mark
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In agreement with the well-known type of prediction tests for exchange rates originally
associated with Meese and Rogoff (1983a, 1983b), the out-of-sample predictions of the estimated
model are based on actual rather than on predicted values of the fundamental explanatory variables.
As no data on the dependent variable from within the respective prediction horizon were to be used,
the results shown in Table 3 neglect the error-correction equation and thus are done with the
cointegration equation only.” The post-sample predictions for 1991Q3-1996Q1 illustrated in the
graph on the preceding page provide the first set of fundamental-model predictions. They are based on
the parameters of the cointegration equation estimated to 1991Q2. Then the observations for 1991Q3
are added to the in-sample data and the cointegration equation is re-estimated to generate predictions
for 1991Q4-1996Q1. After successively adding one quarter to the in-sample period until the latter
extends to 1995Q4 a total of 19 rolling cointegration regressions are estimated from which a set of
predictions for the respective post-sample time periods is calculated. These predictions are compared
with the naive (no change) forecasts of the random walk model.

7 The neglect of not only the error-correction term but also the short-run dynamics incorporated in the error-correction
equation can be expected to decrease the accuracy of the fundamental model predictions. But since the quarterly unit
period of the present empirical application is relatively long in comparison with the fast reactions of the foreign
exchange market to fundamental news, there are only minor differences in the response coefficients between the
cointegration equation, which was used, and the error-correction equation, which was not used for the predictions.

-23-



Table 3
Out-of-sample prediction statistics for the level of

the Swiss franc exchange rate of the D-mark
1991Q3 - 1995Q2 (1991Q3 — 1996Q1)

Horizon (quarters) Number of Root mean square error of

prediction samples Random walk Fundamental model
(rolling regressions) (percent) (percent)

L 16 (19) 1.9 (1.8) 1.0 (1.8)

4 e 13 (16) 44 4.2) 1.2 (2.2)

8 e s 9 (12) 6.7 (6.6) 09 (2.2)

L2 e e 5 (8) 6.3 (8.3) 1.1 (2.8)

I6iceiiiiiiiiiiiciiititeeen e 1 & 29 (7.6) 1.5 (3.2)

The latter uses no information on the fundamental variables but sets the exchange rate
forecast for any period equal to the actual exchange rate value preceding the beginning of the forecast
period. Despite the very naive character of the random walk model used as a benchmark for
comparison, predictions of fundamental exchange rate models (generally some variants of the
monetary asset market approach) using the actual future values of the fundamentals have, in the past,
mostly failed to dominate the simplistic random walk forecasts for different time horizons. The
corresponding prediction comparisons regarding the exchange rate model of this paper show,
however, a clear dominance of the fundamental model over the random walk scheme.

In Table 3, the prediction results for the quarterly level of the Swiss franc rate for the D-
mark are summarised for horizons of 1, 4, 8, 12 and 16 quarters. The table gives averages for
predictions ending in 1995Q2 as well as, in brackets, for predictions which also include the
subsequent three quarters, when the Swiss franc was subject to the above-mentioned speculative
appreciation surge. The out-of-sample prediction statistic used for comparison is the root mean square
error (RMSE), i.e. the square root of the average of the squared forecast errors. Except for the one-
quarter horizon predictions extending to 1996Q1, which indicate a draw, the fundamental model has
much smaller RMSE values than the random walk model. The differences range from 0 for the one-
calendar-quarter horizon predictions ending in 1996Q1 to 6.2 percentage points for the twelve-quarter
horizon predictions ending in 1995Q2. The random walk model's RMSEs are preponderantly several
times as large as those of the fundamental model.

Conclusion

Of course, actual forecasting with this fundamentals-based model will be less accurate
than out-of-sample prediction, because the explanatory variables themselves have to be forecasted as
well. It still remains to be shown that the random walk can be beaten also in an actual forecasting
context for short as well as longer-run horizons. Nevertheless, even without proof of such superior
forecasting ability the model presented should be quite helpful for developing much improved
scenarios for past and future developments of the Swiss franc exchange rate of the D-mark.

Corresponding sets of macroeconomic fundamentals to the ones chosen to model the
Swiss franc/D-mark exchange rate from the late 1970s to the mid-1990s will not necessarily be
sufficient for other exchange rate contexts. But they may still prove to form an essential part of
similarly successful fundamental-based models of other flexible exchange rates as well.
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The results of the fundamental model of the Swiss franc rate for the D-mark also provide
some suggestions about the potency of monetary policy for exchange rate developments. For example,
if the Swiss National Bank lowers its average discount rate in comparison with the discount rate of the
Bundesbank by one percentage point, the average Swiss franc rate will, as a direct effect, depreciate
by almost 2 percent in the same quarter and by about another ¥ percent in the following quarter. The
cut in the discount rate (accompanied by a similar reduction in the day-to-day rate of interest) could
exert some additional depreciation pressure indirectly via its effects on the market rates of interest.
When previously estimated reaction patterns of three-month and three-year Swiss franc interest rates®
are also taken into account, this indirect effect turns out to be negligible on balance. The initial
exchange rate depreciation will, at first, be re-enforced and later weakened via changes in the current
account balance.® It will, after some delay, be reduced also on account of improvements in industrial
capacity utilisation in Switzerland.!0

In conclusion, the present behavioural type of exchange rate model seems to be a
promising alternative fundamental approach. Its success in the post-sample prediction tests of this
paper stands in marked contrast to the experiences with applied monetary models based on the asset
market approach, which by now have been dominant in the literature for almost two decades. But the
single-equation specification in this paper should in the future be succeeded by a multi-equation
system. Thereby, problems arising from simultaneity and dynamic interdependence among the
variables could be taken into account more effectively. In the present model such issues were dealt
with only partially by lagging some regression variables and by excluding, in particular, any measure
of relative money supply in favour of the more autonomous discount rate differential. In future
applications it should also be worthwhile to shorten the unit period of the empirical model to one
month or less, since, as already mentioned, the quarterly unit period seems long in comparison with
the speed of reaction to fundamental news in the foreign exchange market.

8 Ettlin and Bernegger (1994).
9 See footnote 5.

10 For an attempt at a comprehensive quantitative assessment of the effects of a change in central-bank interest rates in
Switzerland, see Ettlin (1995b).
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List of variables

LSFDM

LSFDM*

LPCSD

RDISD

R3MSD

R3YSD

LCUSD

LUSDM

CAGSD

D8OWALL

DO9OUNIF

SD24

M2C...

Natural logarithm of the Swiss franc exchange rate for the D-mark; quarterly average of
daily spot rates.

Equilibrium level of LSFDM according to the cointegration equation.

Logarithm of the ratio of the consumer price index of Switzerland to that of Germany;
quarterly average of monthly data.

Difference between the official discount rate in Switzerland and Germany; quarterly
average of beginning and end-of-month rates expressed as percentage points per annum.

Difference between the three-month Euromarket deposit rate for the Swiss franc and the
D-mark; quarterly average of daily data expressed as percentage points per annum.

Difference between the three-year Euromarket deposit rate for the Swiss franc and the
D-mark; quarterly average of daily data expressed as percentage points per annum.

Logarithm of the ratio of industrial capacity utilisation in Switzerland to that in
Germany; once-per-quarter observations.

Logarithm of the US-dollar exchange rate for the D-mark; quarterly average of daily spot
rates.

Difference between the current account to nominal GDP ratio of Switzerland and that of
Germany; percentage points based on seasonally adjusted quarterly data.

Dummy variable related to the fall of the Berlin wall; one for 1989 Q4 and 1990 Q1 and
zero otherwise.

Dummy variable related to the German Economic and Monetary Unification in 1990;
zero until 1990 Q1, two-thirds for 1990 Q2 and one thereafter.

Dummy variable with the value | in the second quarter and -1 in the fourth, implying a
seasonal shift between the second and the fourth quarter.

Two-period moving average of the subsequently indicated variable.
Centred two-period moving average of the subsequently indicated variable.

First backward difference of the indicated variable.
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Comments on paper by Franz Ettlin by G. Galati (BIS)

The objective of this paper is to build a model of the Swiss franc-DM exchange rate
based on economic fundamentals that performs well as predictor of short- and medium run future
exchange rate movements. It tries to improve on the poor forecasting performance of exchange rate
models based on fundamentals compared to a simple random walk model, as documented in the
literature (Meese and Rogoff, 1983).

The Swiss franc-DM exchange rate is represented by a single equation which has on the
right hand side variables that economic agents might plausibly look at when they form their views on
future exchange rate movements. These variables include two interest rate differentials (between
discount rates, 3-month Eurorates) and a yield curve differential, the ratio of the CPI in the two
countries, the ratio of capacity utilisation, the current account-GDP ratio, and the DM-US dollar
exchange rate lagged one period. Furthermore, two dummies are included - one to capture the
"international euphoria" following the collapse of the Berlin wall in 1989, and the other to capture the
German monetary unification in 1990. The presence of two interest rate differentials is dubious on
grounds of multicollinearity, while the inclusion of two dummies makes this approach more difficult
to extend to other exchange rates. It would be interesting to see how well this approach can work for
other exchange rates.

The model is estimated in error correction form using the Engle-Granger two step
procedure with quarterly data from 1979.11 (the start of the ERM) to 1991.11. All the coefficients turn
out to be significant and the fit of the error-correction equation is judged to be good. However, the
number of explanatory variables (eleven in the error-correction equation and ten in the cointegration
equation) looks high compared with the number of observations. It would be useful (as the author
admits) to estimate the model with data of monthly or higher frequency.

The model is then used to compute in-sample predictions as well as rolling out-of-sample
forecasts over different horizons. The out-of-sample predictions are computed using actual values for
the explanatory variables and only past values of the exchange rate (consistent with the approach
followed by Meese and Rogoff). They are based on the cointegration equation only, whereas the
whole error correction model should be used. Using the root mean square error as a criterion, the
model is found to dominate the random walk model over all horizons beyond one quarter, and
especially over longer horizons. The model, however, performs poorly during periods of tension in
European markets and dollar weakness, for example in the fourth quarter of 1995.

An interesting finding of the paper is that even after controlling for macroeconomic and
financial variables and indicators of monetary policy, changes in the Swiss franc-DM exchange rate
are influenced by changes in the dollar-DM exchange rate: a 10% deprectation of the dollar vis-a-vis
the DM leads to a 0.6% appreciation of the Swiss franc vis-a-vis the DM. This is consistent with BIS
(1996) which estimates the elasticity of dollar exchange rates of different European currencies, the
Australian and the Canadian dollar with respect to the dollar-DM exchange rate from bivariate
regressions. Using daily data for rolling samples of 125 days over the period 1994 to 1996, it finds a
differentiated response to dollar-DM exchange rate changes: at one side of the currency spectrum, the
Swiss franc appreciates by 1.1% with respect to the dollar following a 1% appreciation of the DM
with respect to the dollar. The coefficients of other European exchange rates lie between 0 and 1, with
coefficients of currencies like the Dutch Guilder or the Belgian franc closer to 1 and those of the
Italian lira and the British pound closer to 0. At the other side of the spectrum, the Australian and the
Canadian dollar fall against the US dollar when it falls against the DM.

Moreover, the elasticities are not stable over time: periods of dollar weakness (strength)
are associated with falling (rising) elasticities of the European currencies and a rising (falling)
elasticity of the Canadian dollar. It would be interesting to see how the coefficient of the DM-dollar
exchange rate in Ettlin's model changes in 1995.1V.

Although there are a number of studies that have looked at the links between exchange
rates, these results are more recognised than understood in the literature. The author's view can be
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identified with what is known as the moka Tasse effect, i.e. shifts in asset demand having larger
effects on the exchange rate the larger the size of the shift relative to the underlying asset stock.
Earlier work on this interpretation by Giavazzi and Giovannini (1989) looks at the offshore market
size by currency of denomination and compares it with the economic importance of a country (proxied
by its GNP share). They argue that in countries that have relatively small financial markets because of
transaction costs arising from capital controls, the DM (dollar) exchange rate is more (less) exposed to
movements in the value of the dollar. Ongoing research at the BIS finds that the order of sensitivities
of each dollar exchange rate is significantly correlated with the order of international banking intensity
as measured by the ratio of international and Eurodeposits to GDP.

However, there are other possible explanations of the observed exchange rate links. The
same factors used by the author to explain the Swiss franc-DM exchange rate may also drive the
correlation coefficients of the Swiss franc-DM or other DM exchange rates with the DM-dollar rate.
These include the relative cyclical position of the home country, Germany and the US, and the relative
stance of monetary policy. Another interpretation looks at the structure of trade as a determinant of
exchange rate links (Brown, 1979).
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Sources of sterling real exchange rate fluctuations, 1973-94

Mark S. Astley and Anthony Garratt!

Introduction

"There is no simple relationship between exchange rate changes and subsequent inflation”
Bank of England Inflation Report, May 1995.

What are the price (inflation) implications of an exchange rate movement? Several
factors have to be borne in mind in answering this question. First, exchange rates and prices are both
endogenous variables. As such, exchange rate changes constitute one (potentially important) channel
through which exogenous shocks affect prices. But they do not constitute an independent source of
price fluctuations unless the authorities allow wage bargaining and price setting behaviour to be
affected by such changes — the "second round" effects. Second, and directly following from the
above, we need to identify the (unobservable) source of any exchange rate change to answer the
question. This is especially important as both the sign and magnitude of the direct ("first round")
price effects depend on the type of shock underlying the exchange rate change.

The sources of real exchange rate movements is a long-debated issue. The
"disequilibrium" approach (Dornbusch (1976), Mussa (1982)) posits that sluggish price adjustment
means that nominal shocks will play a large role.2 Another prominent theory? is the "equilibrium"
approach of Stockman (1987, 1988). This stresses that real shocks, with large permanent components,
are likely to be the source of real exchange rate fluctuations.*

But have exchange rate changes actually constituted an important channel through which
exogenous shocks have affected prices? To determine this we also need to identify the sources of
price movements.5 The answer is clearly "no" if price fluctuations are attributable to different types of
shocks to exchange rate movements. A priori the types of shocks that might potentially underlie price
movements are similar to the potential sources of exchange rate movements; an exchange rate is, after
all, a relative price.

To investigate these issues we follow Clarida and Gali (1994) in estimating UK-centred
two country open economy macro models in the spirit of Dornbusch (op cit). The analysis is
conducted with the United States, Japan, Germany and France in turn as the foreign countries. We
use the Blanchard and Quah (1989) structural VAR (SVAR) approach to identify three structural
shocks: (i) real AS (aggregate supply) shocks, which include all labour market factors, such as

1 Monetary Assessment and Strategy Division, Bank of England. The views expressed are those of the authors and not
necessarily those of the Bank of England. The following has benefited from comments by Danny Quah, Clive Briault,
Andrew Haldane and Frank Smets at the BIS. Remaining errors are, of course, entirely our responsibility. Our thanks
go to Siobhan Phillips for excellent research assistance.

2 The well documented strong positive correlation between real and nominal exchange rate movements supports the
disequilibrium view. But the Meese and Rogoff (1988) empirical rejection of the predicted strong correlation between
real interest differentials and real exchange rate changes called the approach into question.

3 Other popular theories include the monetary approach (which is the long-run solution to Dombusch (op cit), the
portfolio balance approach and the currency substitution approach.

4 The Huizinga (1987) finding that a high proportion of real exchange rate variation is due to permanent shocks (real
exchange rates contain unit roots) supports the equilibrium view.

5 Clarida and Gali (op cit) paid less attention to this issue than we do.
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differential productivity developments, that shift the aggregate supply curve; (ii) real IS (goods
market) shocks, encompassing exogenous changes to real relative domestic absorption due to shifts in
consumption, investment, government expenditure and home/foreign goods tastes; and (iii) nominal
LM (money market) shocks, reflecting shifts in both relative money supplies and relative money
demands. As the models are relative ones, we only consider the effects of asymmetric shocks.

To identify the model we impose three theory-derived long-run restrictions.® The first
two restrictions are that both IS shocks and LM shocks have zero long-run effects on the level of
relative output (which is entirely supply determined). The final restriction is that LM shocks have
zero long-run effects on the level of the real exchange rate. The strength of these restrictions is their
generality and uncontentious nature. The remaining responses — long-run and short-run — are entirely
data determined, rather than being imposed.

The framework adopted is highly suited to answering the questions at hand because: (i) it
takes account of both real and nominal shocks (AS and IS shocks represent real perturbations, while
LM shocks are nominal ones); and (ii) it allows us to uncover the contribution of each of the
unobservable structural shocks to the observed exchange rate and relative price (UK consumer prices
minus their foreign equivalents) movements.

Our main findings are as follows. First, IS shocks constituted the main source of sterling
real and nominal exchange rate movements.” AS shocks were the secondary source of these
fluctuations, while LM shocks played extremely limited — and usually statistically insignificant —
roles, even at short horizons. The dominance of real (IS and AS) shocks as sources of sterling
exchange rate movements is more consistent with the Stockman (op cit) equilibrium view than the
Dornbusch (op cit) disequilibrium approach. And combined with the estimated impulse response
functions these results imply that the sterling exchange rate depreciations over the floating rate period
have had largely benign relative price implications. In particular, we find that a 10% nominal sterling
depreciation is most likely to be associated with a small (around 1%) fall in UK relative prices.

Second, the variation of UK relative prices was due mainly to LM shocks. Of the real
shocks, the influence of AS shocks was most apparent. This strong contrast with the exchange rate
results indicates that sterling exchange rate fluctuations have not constituted an important channel
through which exogenous shocks have been translated into price fluctuations.

Third, the estimated dynamic responses of the variables to each of the three shocks are
highly theory consistent. Fourth, the periods in which the SVARSs indicate that particular shocks were
most important correspond to observable relative productivity, domestic demand and monetary
aggregate developments. Both these findings indicate that the SVAR representations of the data have
a high economic content.

The remainder of the paper is organised as follows. Section 1 describes the rational
expectations open economy stochastic exchange rate model that underlies the empirics and outlines
the structural VAR approach. Section 2 presents the results, the implications of which are discussed
in Section 3. Section 4 examines how the SVARs explain sub-period exchange rate and price
movements, while the final section concludes.

6 These restrictions exactly identify the model. They cannot, therefore, be directly tested. We determine the economic
content of the SVARs by implementing several informal "overidentifying" tests commonly used in the literature.

7  This similarity of the real and nominal exchange rate results reflects the fact that these two series closely tracked each
other.
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1. Method

1.1  Structural exchange rate model

The Obstfeld (1985) stochastic two country version of the Dornbusch (op cit) model
underlies our empirics. This serves the two usual purposes in the SVAR literature. First, it provides
the economic underpinnings of the long-run identifying restrictions imposed. Second, it supplies the
theoretical priors to compare the estimated dynamic responses against — the important
"overidentifying" test of SVARs. But, importantly, the empirical strategy is not tied to this particular
model. A number of mainstream models display the same long-run conditions and predicted short run
responses.

The Obstfeld (op cit) model is a relative one, defined in terms of home country (UK)
variables minus foreign country ones. This formulation means that only the effects of asymmetric
shocks are considered. Four equations make up the model. First, an open economy goods market
relationship, where IS shocks are introduced. Second, a relative money market equilibrium condition,
where LM shocks are introduced. Third, a price setting rule. Finally, a nominal UIP condition.
Appendix A outlines the model in more detail.

Table 1 summarises the long-run and short-run model solutions, which are derived in
Appendix A. The long-run solution occurs when prices become perfectly flexible and rational
expectations hold. Relative output is then determined entirely by supply shocks — a vertical long-run
aggregate supply curve. The zero long-run effects of IS and LM shocks on the level of relative output
constitute two of the three restrictions required to achieve identification. These restrictions allow us
to distinguish AS shocks from the other two shocks. The final identifying restriction is that LM
shocks have no long-run effect on the real exchange rate, which allows us to distinguish between IS
and LM shocks.

Table 1
Long-run (LR) and short-run (SR) responses (to positive shocks)
Shock/variable Relative output Real exchange rate Relative prices Nominal exchange rate

AS LR + + - ?2(+)

SR + (<LR) +(<LR) —(<LR) ? (+<LR?)
IS LR Zero — PermComp + TempComp 7(=)

SR + TempComp —(<LR) + (< LR)TempComp ? (<LR?)
LM LR Zero Zero + equal. + equal

SR + + +(<LR) +(>LRY)

Key: +(-) = increase (decrease); ? = ambiguous response; >(<) = greater (less) than ; equal = response equals size of
shock; TempComp (PermComp) = only temporary (permanent) component of shock; exchange rate increases
denote depreciations.

Both AS and IS shocks are capable of affecting the long-run real exchange rate. Positive
AS shocks unambiguously produce long-run real depreciations; an improvement in competitiveness is
required to stimulate demand for the extra output generated by such shocks. Conversely, positive IS
shocks produce real appreciations. But the real exchange rate movements will only be permanent to
the extent that the IS shock is permanent. This is because the foreign exchange market discounts the
reversal of the temporary component of IS shocks (Appendix A shows this algebraically).
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The long-run relative price/output responses summarised in Table 1 are mainly intuitive.
The exception is that only the temporary component of IS shocks affect long-run relative prices. This
is because the permanent component of IS shocks moves world real/nominal interest rates, leaving
relative interest rates unchanged. And relative output, the other argument in the LM curve, is, by
assumption, unchanged. For the LM relationship to continue holding requires relative prices, and
hence real money balances, to be invariant to the shock. Positive permanent 1S shocks thus induce
home and foreign prices to increase by the same proportion in the long-run, leaving relative prices
unchanged.

Only LM shocks have unambiguous long-run nominal exchange rate® responses —
positive shocks producing depreciations that equal the size of the shock. The indeterminate long-run
IS and AS shock effects reflect the real exchange rate and price effects working in opposite directions.
But intuitively we expect both nominal exchange rates? and relative prices to move to facilitate a
required real exchange rate movement. Positive (negative) AS (IS) shocks will then produce nominal
depreciations. 10

In the short-run, when prices are sticky, all shocks potentially affect all endogenous
variables. Appendix A proves the intuitive result that the short run price effect of each of the shocks is
less than the long run equivalents. We also confirm the usual result that positive LM shocks
depreciate the real exchange rate when prices are sticky. And price stickiness means that real
exchange rates undershoot their long-run responses following AS and IS shocks. The nominal
exchange rate may either undershoot or overshoot in the short-run, depending upon parameters such as
the responsiveness of relative output to the real exchange rate and interest rate differentials. Relative
output is demand determined in the short-run, with positive LM shocks and the temporary component
of positive IS shocks raising relative output. Finally, price stickiness reduces the output effect of AS
shocks.

1.2 Structural VAR overview

The Blanchard and Quah (op cit) SVAR approach enables us to transform a VAR into its
structural moving average representation. The impact of three shocks on the joint long-run behaviour
of the three endogenous variables — relative output, the real exchange rate and relative prices — are
exploited to achieve identification. The method has several benefits. First, the short-run dynamics,
about which there is considerably less agreement in the literature, are left completely unconstrained
(data determined). Second, the method side-steps the well-known problems with VARs: the need to
impose contemporaneous restrictions, ordering problems and the Cooley and LeRoy (1985)
critiques.!!  Finally, the forecast error variance decompositions, impulse responses, historical
decompositions and shock series generated can be given structural interpretations. To take account of
the fact that the structural impulse responses/variance decompositions are based upon estimated VAR
coefficients we use Monte Carlo techniques to put error bands on the point estimates. Appendix B
provides a full description of the mechanics of identification.

8 Obtained by combining the long-run relative price and real exchange rate expressions.
9 Appendix A details the factors that determine the extent of this nominal exchange rate response.

10 The nominal depreciation following negative IS shocks is intuitively due to the fall in domestic interest rates induced
by an inward shift in the IS curve provoking a capital outflow.

11 Keating (1992) is a good introduction to the SVAR literature. SVARs, however, are not without their detractors.
Faust and Leeper (1994) outline several potential problems with SVARs identified with purely long-run restrictions.
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2. Results

2.1 Estimation

We implement the above procedures by estimating trivariate SVARs of relative output
(), the real exchange rate (g,) and relative prices (p,). Each of the variables is defined in terms of

home (UK) variable minus the foreign equivalent. For example, p, = pth - ptf , Where superscript 4 (f)
denotes a home (foreign) variable. Since we take natural logarithms of all the individual country
variables,'? the relative measures constitute ratios. The real exchange rate (g,) is constructed by

subtracting relative prices from the nominal exchange rate (s,). As s, is defined as the number of

units of domestic currency required to purchase a unit of foreign currency, rises in g, (s,) constitute
real (nominal) depreciations. The model was estimated on quarterly data between 1973 Q1 and
1994 Q4. Real GDP is the output measure used, while consumer price indices constitute the relative
price measure and are used in the construction of the real exchange rates. The nominal exchange rate
component of the real exchange rates are quarterly average spot rates.

The ADF tests (Tables 2 and 3) indicate that the variables are all I(1). Theory does not
suggest that we can expect the three variables to be cointegrated (the matrix determining the long-run
effects of the shocks on the endogenous variables is lower triangular). And the Johansen tests (Table
4) support this prediction. The null of no cointegration is only rejected in the UK-Japanese case. But
we concluded that no meaningful long-run relationship was present even here because: (i) the rejection
of the null only occurred at the 90% confidence level; (ii) the resulting residuals appeared non-
stationary; and (iii) the long-run coefficients had no economic content. The first stage VARs were,
therefore, estimated in first differences.!3

Table 2
. *
ADF tests on levels of variables
Country/variable Relative output Real exchange rate Relative prices
United Kingdom-United States -2.2 —2.6 -3.0
United Kingdom-Japan -1.9 2.5 -1.6
United Kingdom-Germany 2.1 2.1 -1.6
United Kingdom-France -1.9 -1.8 2.4

*  ADF(4) with trend test (95% critical values = -3.5).

The first stage VAR lag lengths were selected using a combination of sequential
likelihood ratio tests and the Akaike information criteria. We attached higher weight to the former
because of the DeSerres and Guay's (1995) finding that Akaike (or Schwartz) criteria tend to select an
insufficient number of lags. Our approach eliminates the possibility of too short a lag length biasing
the estimates of the structural parameters (DeSerres and Guay (op cit)). The tests indicated that 3 lags
were appropriate in the UK-US system, 1 lag in the UK-Japanese and UK-German systems and 4 lags
in the UK-French systems. Running the systems with higher number of lags (up to 8) produced only
minor changes in results and meant that shorter periods of data could be examined.

12 Except interest rates.

13 The approach of King, Plosser, Stock and Watson (1989) would need to be applied if cointegration were found.
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Table 3

ADF tests on first differences of variables™

Country/variable Relative output Real exchange rate Relative prices
United Kingdom-United States -5.2 —4.8 -39
United Kingdom-Japan -3.1 —4.6 —4.4
United Kingdom-Germany —4.2 -3.2 —4.1
United Kingdom-France —4.2 —4.8 -39
*  ADF(4) without trend test (95% critical values = -2.9).
Table 4
Johansen cointegration tests!
Country/variable Eigenvalue test? Trace test?
United Kingdom-United States 7.51 14.78
United Kingdom-Japan 19.80 29.22
United Kingdom-Germany 13.20 24.54
United Kingdom-France 12.63 22.47

1 Four lags in VAR.
2 95% critical value = 21.07.
3 95% critical value = 31.52.

We investigated possible VAR instability by undertaking several variants of recursive
Chow tests. Policy regime changes in both the UK and abroad constitute one potential source of
instability. The one step ahead tests indicate that outliers are present, especially in the exchange rate
equations; Figure 1 presents the United Kingdom-United States system plots.!4 But the n-step tests
indicate that these outliers did not translate into regime shifts — see Figure 2 for the UK-US system —
which we are more concerned about. Moreover, these benign results — which are not unusual in the

literature!® — were not a function of poorly specified VARs.16

14 Interestingly, the major £/$ outlier occurs around 1985, tying in with the Evans (1986) finding that the £/$ was subject

to a speculative bubble between 1981-84 and the general perception of dollar misalignment around this period.

15 For example, Evans and Lothian (op cit) and Sarantis (1993) uncovered no evidence of instability in their dollar and

sterling based analyses over periods similar to our own.

16 Full VAR diagnostics are available on request from the authors. Importantly, serial correlation was never a problem.
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Figure 1
1-step ahead recursive Chow test (outlier test): United Kingdom-United States system
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2.2 Forecast error variance decompositions (FEVDs)

FEVDs tell us which shocks were the primary sources of movement in the endogenous
variables over the sample period. In each case we calculate the FEVDs on the levels of the
endogenous variables,!” as these correspond most closely to the questions we wish to address. The
results presented in Tables 5-8 detail, in the top row for every horizon, the point estimate of the
proportion of the variation in each variable attributable to each shock. The two standard errors!®
associated with these point estimates appear in the lower row in smaller font. This allows us to
determine whether the contribution of a particular shock is significantly different from zero at a 95%
confidence level.

Table 5
Variance decomposition of real exchange rates
Horizon £/3 £/Yen
AS IS LM AS IS LM
1 0.021 0.966 0.014 0.222 0.762 0.016
0.102 0.143 0.109 0.139 0.145 0.058
2 0.011 0.978 0.011 0.199 0.794 0.007
0.086 0.122 0.093 0.140 0.144 0.033
4 0.035 0.959 0.005 0.181 0.816 0.003
0.094 0.113 0.066 0.150 0.152 0.015
8 0.075 0.923 0.002 0.172 0.827 0.001
0.122 0.129 0.039 0.160 0.161 0.006
12 0.084 0915 0.002 0.169 0.830 0.001
0.139 0.142 0.026 0.164 0.164 0.003
16 0.088 0911 0.001 0.168 0.832 0.001
0.149 0.150 0.019 0.166 0.166 0.002
20 0.091 0.908 0.001 0.167 0.833 0.000
0.155 0.156 0.015 0.167 0.167 0.002
Horizon £/DM £/FFr
AS IS LM AS IS LM
1 0.093 0.720 0.187 0.217 0.782 0.001
0.080 0.163 0.145 0.163 0.183 0.074
2 0.112 0.749 0.139 0.200 0.799 0.001
0.088 0.150 0.116 0.167 0.183 0.062
4 0.136 0.782 0.082 0.244 0.743 0.013
0.107 0.140 0.073 0.186 0.189 0.050
8 0.157 0.803 0.040 0.249 0.743 0.007
0.128 0.139 0.035 0.186 0.189 0.026
12 0.167 0.809 0.025 0.252 0.742 0.005
0.137 0.143 0.021 0.191 0.192 0.018
16 0.171 0.811 0.018 0.252 0.744 0.004
0.143 0.146 0.014 0.194 0.195 0.014
20 0.174 0.812 0.014 0.252 0.745 0.003
0.146 0.148 0.011 0.198 0.199 0.011

Key: Top rows detail fraction of variation in variable attributable to each shock. Bottom rows give empirical two
standard errors, computed by Monte Carlo simulation.

17 FEVDs on first differences produced similar results.

18 Calculated using 100 draws of Monte Carlo simulations. For computational simplicity, these error bands are
portrayed as symmetric. Runkle (1987) and Blanchard and Quah (op cit) illustrate that this is not necessarily the case
when bootstrapping methods are used.
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2.2.1 Real exchange rates

Table 5 presents the strong result that IS shocks were the main source of movements in
each of the four sterling real exchange rates considered. IS shocks were most important in
determining real £/$ movements, where they accounted for over 90% of movements at all horizons.
But they also accounted for at least 75% of the fluctuations in the three other rates, with their
importance often rising at longer horizons. A4S shocks were usually the second most important source
of real sterling movements. Their effect was most pronounced, and statistically significant, in the
£/Yen and £/FFr cases, where they accounted for around 20% of movements at most horizons.

LM shocks were usually unimportant sources of real sterling fluctuations at all horizons.
The only exception is the £/DM rate. But the effect is limited even here — a maximum of 19% — and
is only apparent at short horizons. Though an identifying restriction underlies the unimportance of
LM shocks at long-horizons, their extremely limited role at short horizons is entirely data generated.

Clarida and Gali (op cit) similarly concluded that LM shocks were unimportant
determinants of real $/£ fluctuations. But they found that they played larger roles in real $/DM and
$/Yen movements.!® This might initially suggest that different factors underlie sterling and dollar
movements. But there are several reasons for not overplaying these differences. First, movements in
both currencies primarily reflect IS shocks. Second, considering a broader range of bilateral rates
might blur the above distinction. Indeed, it is noticeable that, on our dataset, LM shocks played
virtually no role?® in real $/FFr fluctuations. And other sterling exchange rates might replicate the
higher, though still small, importance of LM shocks in real £/DM fluctuations.

The Rogers (1995) application of the Lastrapes (1992) framework to the $/£ rate also
produced results consistent with those presented in this paper. Real (permanent) shocks were found to
be the main source of real and nominal $/£ movements. And these results ties in with those of
Lastrapes (op cit) on five other dollar rates.2! But Rogers (op cit) observed that the simplistic model
may have been driving these results: nominal (LM) shocks were attributed a higher role in real $/£
fluctuations in his more structured (trivariate) model. In particular, nominal shocks constituted the
most important source of real $/£ movements at short horizons (accounting for around 50% of the
fluctuations). Evans and Lothian (1993) also concluded that temporary (nominal) disturbances played
a significant role in sub-sample £/$ movements. But this role was usually small (a maximum of
around 15%). A useful cross-check of the robustness of our results, which we postpone for future
research, is to apply these alternative frameworks to the sterling exchange rates analysed in this paper.

2.2.2 Relative prices

UK relative price movements were mainly due to LM shocks (Table 6). The role of LM
shocks was most pronounced in UK-US prices, where they accounted for 80% of movements at the
shortest horizon and 97% inside a year. But they also accounted for approximately 70% of the
variation of UK-Japanese and UK-German prices, with comparatively little variation across horizons.
Finally, LM shocks were the second most important determinants of UK-French price movements at
every horizon, accounting for up to 44% of the fluctuations.

19 Clarida and Gali found that LM shocks accounted for up to 36% (53%) of real $/Yen ($/DM) movements. The point
estimates we obtain on our (longer) dataset are lower, but not significantly different.

20 A maximum of 0.6%.

21 Lastrapes (op cit) excluded the $/£ rates from his dollar-centred work because of evidence of them being 1(0). On our
longer dataset this is not a problem.
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Table 6
Variance decomposition of relative prices

Horizon United Kingdom-United States United Kingdom-Japan
AS IS LM AS IS LM
1 0.123 0.040 0.837 0.288 0.049 0.663
0.190 0.152 0.207 0.150 0.077 0.156
2 0.053 0.035 0.913 0.276 0.082 0.642
0.149 0.149 0.186 0.155 0.080 0.151
4 0.024 0.014 0.962 0.263 0.117 0.620
0.135 0.132 0.172 0.166 0.089 0.154
8 0.008 0.005 0.986 0.255 0.139 0.607
0.127 0.132 0.170 0.174 0.096 0.160
12 0.005 0.003 0.992 0.252 0.145 0.603
0.130 0.133 0.174 0.177 0.099 0.163
16 0.003 0.002 0.995 0.251 0.148 0.601
0.133 0.134 0.176 0.179 0.101 0.165
20 0.003 0.002 0.996 0.250 0.150 0.600
0.135 0.135 0.178 0.179 0.101 0.166
Horizon United Kingdom-Germany United Kingdom-France
AS IS LM AS IS LM
1 0.327 0.164 0.509 0.662 0.047 0.292
0.210 0.171 0.197 0.230 0.126 0.184
2 0.270 0.163 0.567 0.584 0.050 0.366
0.192 0.165 0.189 0.230 0.121 0.187
4 0.223 0.160 0.617 0.539 0.094 0.367
0.180 0.164 0.186 0.229 0.133 0.185
8 0.196 0.156 0.648 0.485 0.093 0.422
0.174 0.164 0.187 0.229 0.130 0.196
12 0.187 0.155 0.658 0.467 0.098 0.435
0.173 0.164 0.188 0.231 0.134 0.201
16 0.183 0.155 0.662 0.460 0.099 0.441
0.172 0.164 0.188 0.232 0.136 0.204
20 0.181 0.154 0.665 0.456 0.100 0.444
0.172 0.164 0.188 0.233 0.137 0.205

Top rows detail fraction of variation in variable attributable to each shock. Bottom rows give empirical two

standard errors, computed by Monte Carlo simulation.

AS shocks also played large, and statistically significant, roles. They were the main
source of UK-French price movements (up to 66% at short horizons) and the second most important
source of fluctuations in the remaining series. IS shocks were uniformly the least important source of
relative price fluctuations. Their role was most pronounced at long horizons, where they accounted
for at least 10% of the observed movements (except in the UK-US case).

2,.2.3 Nominal exchange rates

LM shocks played a larger role in sterling nominal exchange rate movements (Table 7)
than in the real exchange rate equivalents. But this role was still small. The maximum effect was
35% (£/DM), but was more frequently under 15%. This larger role obviously reflects the dominant
role that LM shocks played in relative price movements. But their effect remains extremely limited
because the nominal exchange rate paths largely mirrored their real rate equivalents. This close
tracking means that IS shocks again constituted the main source of nominal rates movements. This
dominance was most pronounced in the £/$ and £/FFr rates. AS shocks also often underlay some of
the nominal rate movements, especially of £/DM and £/Yen rates.
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Table 7
Variance decomposition of nominal exchange rate

Horizon £/$ £/Yen
AS IS LM AS IS LM
1 0.006 0.911 0.083 0.136 0.756 0.108
0.088 0.176 0.169 0.108 0.146 0.105
2 0.009 0.903 0.089 0.121 0.794 0.085
0.097 0.176 0.167 0.112 0.134 0.073
4 0.039 0.879 0.081 0.110 0.823 0.067
0.118 0.170 0.142 0.118 0.129 0.046
8 0.077 0.818 0.105 0.104 0.838 0.058
0.147 0.167 0.118 0.124 0.128 0.030
12 0.083 0.791 0.126 0.102 0.842 0.056
0.158 0.166 0.109 0.126 0.128 0.026
16 0.085 0.775 0.140 0.101 0.845 0.054
0.164 0.167 0.104 0.127 0.128 0.025
20 0.086 0.764 0.149 0.101 0.846 0.054
0.169 0.170 0.102 0.127 0.128 0.024
Horizon £/DM £/FFr
AS IS LM AS IS LM
1 0.327 0.613 0.350 0.087 0.905 0.008
0.208 0.193 0.196 0.132 0.152 0.096
2 0.270 0.618 0.341 0.061 0.911 0.028
0.188 0.177 0.177 0.120 0.142 0.099
4 0.223 0.629 0.324 0.049 0.852 0.099
0.170 0.166 0.154 0.124 0.157 0.118
8 0.196 0.645 0.303 0.029 0.868 0.103
0.160 0.157 0.135 0.117 0.143 0.099
12 0.187 0.654 0.293 0.021 0.863 0.116
0.157 0.155 0.130 0.116 0.135 0.089
16 0.183 0.658 0.287 0.016 0.861 0.123
0.155 0.155 0.128 0.119 0.132 0.085
20 0.181 0.661 0.283 0.014 0.859 0.127
0.155 0.155 0.128 0.122 0.132 0.083

Key: Top rows detail fraction of variation in variable attributable to each shock. Bottom rows give empirical two
standard errors, computed by Monte Carlo simulation.

2.2.4 Relative output

UK relative output fluctuations were primarily attributable to AS shocks (Table 8). This
ties in with the Holland and Scott (1995) results. The first and second identifying restrictions (see
Section 1) obviously underlie this finding at long horizons. But it is again data generated at shorter
horizons. AS shocks accounted for over 80% of movements in most of the output series after two
quarters. The only exception was the large (60%) role that LM shocks played in short horizon UK-
French movements.
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Table 8
Variance decomposition of relative output

Horizon United Kingdom-United States United Kingdom-Japan

AS IS LM AS IS LM

1 0.877 0.066 0.057 0.799 0.139 0.062
0.203 0.107 0.179 0.127 0.106 0.074

2 0.903 0.045 0.053 0.885 0.080 0.035
0.190 0.097 0.168 0.082 0.067 0.043

4 0.946 0.025 0.029 0.947 0.037 0.016
0.145 0.064 0.127 0.041 0.033 0.020
8 0.969 0.014 0.017 0.976 0.017 0.007
0.100 0.040 0.087 0.018 0.015 0.008

12 0.978 0.010 0.012 0.985 0.011 0.005
0.071 0.028 0.062 0.011 0.009 0.005

16 0.983 0.007 0.009 0.989 0.008 0.003
0.052 0.021 0.045 0.008 0.007 0.004

20 0.987 0.006 0.007 0.991 0.006 0.003
0.016 0.016 0.016 0.005 0.005 0.005

Horizon United Kingdom-Germany United Kingdom-France

AS IS LM AS IS LM

1 0.785 0.056 0.160 0.345 0.002 0.653
0.180 0.095 0.145 0.199 0.076 0.206

2 0.837 0.037 0.126 0.439 0.001 0.560
0.147 0.073 0.113 0.199 0.073 0.196

4 0.900 0.021 0.079 0.631 0.002 0.367
0.100 0.051 0.071 0.164 0.060 0.156

8 0.951 0.010 0.039 0.829 0.010 0.161
0.052 0.028 0.035 0.089 0.043 0.074
12 0.968 0.007 0.025 0.892 0.006 0.102
0.033 0.018 0.022 0.055 0.029 0.044

16 0.977 0.005 0.019 0.921 0.004 0.075
0.023 0.013 0.016 0.039 0.021 0.032
20 0.982 0.004 0.015 0.938 0.003 0.059
0.010 0.010 0.010 0.016 0.016 0.016

Key: Top rows detail fraction of variation in variable attributable to each shock. Bottom rows give empirical two
standard errors, computed by Monte Carlo simulation.

2.3 Impulse responses

Figures 3-6 present the estimated dynamic responses of the variables to each of the
structural shocks. The dark line in the figures represent the point estimates of the response of the
levels of each of the variables to a one standard deviation perturbation to each the three shocks. The
lighter lines on either side of these point estimates represent the two standard deviation error bands.
Like Clarida and Gali (op cit) we find that the signs of these responses are highly consistent with our
theoretical priors. Moreover, the relative magnitudes of the responses are also sensible: exchange
rates respond by more than relative prices which in turn respond by more then relative output. Our
results, therefore, pass the important SVAR "overidentifying" test. This means that we can be
confident of the economic content of the FEVDs.
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Figure 3
United Kingdom-United States responses
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Figure 4
United Kingdom-Japanese responses
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Figure 5
United Kingdom-German responses

Relative Output Real Exchange Rate Relative Prices Nominal Ex. Rate
) X 0.1 018
017 0.0 041 001
0501 0501 /’—— 0601 06501
L e —— 1 i Ve B s 7
000 L ] e ]
4.5 459 4059 \__ 4.0
L0501 Y. 2501 2.1
AT TTTTE TS AT S TTTTTTTETT AT T NETY
010 0.0 LK 0.0
0051 0471 /——————— 0.0 0051
L8] i | sy )
< —
00054 0451 0051 0051
0000 T smmm—— .0 N} ey Y
£.051 2057 ] S~ 4051
20504 24501 4.1 451
ABTTTTYTTE Ty, MWTTTTTTTET R TS MWTTTTTTE R T Y. M T T T R T
010 3] 0.8 0.0
0051 .54 .01 0.1
L1501 00501 051 T -
045 41 ES 0457 ﬁ 13 E—
0.0 - —— (1 0.0001 0.0
4059 4151 2459 2051
401 451 451 2.5
AT TR WETTTTTTEE T W TTT TR R Ty, W T TTT RS TS
Figure 6
United Kingdom-French responses
Relative Output Real Exchange Rate Relative Prices Nominal Ex. Rate

08 008 0.8 008
064 0067 0061 0061
0041 wl 0041 LM /_/-"“”"’
M e | ] | 11 0021
e (e — o0 e T B
A1 401 401 E— 4401 \s‘
YT 4.1 A1 A1
AT TTTTTT ST MTTTTTTT ST MTTTTTT T TR TR TR TS
o 00 0 008
1.6 0061 0K 0061 //_'/
L0 Wl A | L w{ Ae——————
0.021 (1'% [ S —— 0.0 //"”’— 0,021 \,\
0,00 S — 0.00 01— 0.00
409 101 Y A1
I 21 A1 01
W TTTTTEE Ty, W TTTTTTE R T Y. W TTTTTTrTE TS T TR T
Y] 01 00 ]
106 0861 0% 0067
.04 07 0041 M
0101 001 001 ﬁ 109 /_\““/\_‘:_:—'.__:
L — o.ou-%—— N = I e
209 1401 01 209
Yt 1041 21 "

AEETTTTYTTT T M AT TN

T T T T TN

-43 -

IR DR A




2.3.1 Responses to AS shocks

AS shocks produce dynamic responses which are highly theory consistent. Positive
(benign) AS shocks usually generate falls in relative prices, real exchange rate depreciations and rises
in relative output. The only counterintuitive response is the real £/$ appreciation. Interestingly,
Clarida and Gali (op cit) also uncovered exactly this "perverse" real $/£ response.

Relative prices respond sluggishly to AS shocks, uniformly taking at least 8 quarters to
approach their new long-run equilibria. This price stickiness is most apparent in UK-French prices,
which take 12 quarters to “level off”. Relative prices usually fall by between 1.1%-1.6% in the long-
run following positive AS shocks. The exception is the much smaller UK-US response. The long-run
real exchange rate responses are, at between 1.9% and 3.5%, considerably larger and more dispersed.
Though real exchange rates adjust quicker than relative prices, this adjustment is again comparatively
slow (full adjustment taking up to 7 quarters). These responses mean that nominal exchange rates, as
expected, depreciate (slowly) following positive AS shocks. The long-run relative output responses
are, at between 1.0% and 1.5%, fairly uniform.

2.3.2 Responses to IS shocks

The responses to IS shocks require a little more interpretation. IS shocks usually
produce, across countries and variables, counterintuitive responses — falls in relative prices and output
and real exchange rate depreciations. But these results are actually benign. This is because, as Faust
and Leeper (1994) note, the SVAR method does not tie down the sign of each of the elements on the
principal diagonal of the structural impulse response matrices. This indeterminacy arises from having
to solve what is essentially a quadratic expression — which can produce either a positive or a negative
solution.22 This means that we can only conduct the "overidentifying" in terms of the consistency of
the relative responses. The uniformly "incorrectly” signed responses indicate that negative IS shocks
have been identified. The responses to these negative shocks are, therefore, "correctly” signed.
Positive IS shocks results which are easier to interpret, can be obtained by simply multiplying the
associated responses and IS shock series?? by -1.

This is an important point to appreciate because IS shocks have been found to underlie
the majority of sterling exchange rate movements. But there is also a corollary. Because the
"incorrectly” signed £/FFr response is not matched by counterintuitive output and price responses, we
have less grounds for suspecting that negative UK-French IS shocks have been identified. Our
finding that IS shocks underlay most £/FFr movements may, therefore, be on shaky ground.

Relative prices again rise sluggishly following positive IS shocks, taking up to nine
quarters to approach their long-run responses. Interestingly European (UK-German and UK-French)
prices appear stickiest. The UK-US responses again constitute the main outlier, their long-run
movements lying considerably below the 0.8% to 1.3% range of the remaining relative prices.

The real exchange rate appreciations following positive IS shocks are again large and
quite dispersed — the long-run responses lying between 3.3% (£/FFr) and 7.8% (£/Yen). The
adjustment to the new long-run is usually smooth and comparatively protracted; it takes up to 6
quarters for steady state to be reattained. Interestingly, there is some evidence of real £/FFr
overshooting. But this probably reflects the comparative volatility of this response. As expected,
positive IS shocks also produce nominal appreciations. The increases in relative output following
positive IS shocks are uniformly small, peaking at 0.4%.

22 In particular the signs of the each of the principal diagonals of C; solved in equation (B4) are indeterminate. If G

satisfies (B4) then so will C,° = G,°H, where H is a diagonal matrix with either 1 or -1 on the diagonal.

23 The fact that that transformed IS structural shock series (not shown) have considerably more intuition adds further
weight to the argument that negative IS shocks have been uncovered.
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2.3.3 Responses to LM shocks

LM shocks generate responses that uniformly accord with our theoretical priors. A
positive LM shock produces a temporary rise in relative output, a temporary real exchange rate
depreciation?* and relative price increases. Finally, as expected, such shocks produce nominal
depreciations.

Relative prices adjust slowly to LM shocks, typically taking around 10 quarters to adjust
more or less fully.?> The long-run response are, at between 1.7% and 2.9%, reasonably consistent
across the country pairs. The temporary real exchange rate depreciations are, except for the £/DM
rate, relatively short-lived — reaching their zero long-run effects within 6 quarters.26 The short lived
real exchange rate responses mean that the nominal exchange rate responses largely mirror the relative
price responses at all but short horizons.

Our estimates of the speed of adjustment of nominal sterling exchange rates to LM
shocks differ from the existing dollar based findings. Clarida and Gali (op cit) and Eichenbaum and
Evans (1993) found that dollar rates take around two years to respond fully to LM shocks and
monetary policy shocks respectively. While we uncover a similar lag in the £/$ responses, this is not
a general feature of our results. In particular, the £/Yen rate adjusts quickly and the £/DM and £/FFr
rates overshoot slightly in the short-run. This suggests that the dollar based results may not hold for
other currencies. Clearly further work is required on this issue.

3. Implications

So what are the price implications of an exchange rate movement? Our results have
confirmed the theoretical proposition that what matters is the fype of shock underlying the exchange
rate/price movements. In particular, they indicate that the common perception of exchange rate
depreciations producing potential inflationary pressures — through their impact on import prices etc. —
is usually misplaced. This is because this malign scenario only holds if LM shocks underlie the
exchange rate/price movements. In contrast, the AS and IS shocks required to produce depreciations
bring forth relative price falls. Moreover, these are precisely the shocks that our results indicate have
been the major sources of sterling exchange rate movements.2’” And the major source of UK relative
price movements, LM shocks, have been unimportant sources of sterling exchange rate fluctuations.
This means that, according to our results, sterling exchange rate movements have not been a major
channel through which shocks have affected UK relative prices.

The impulse responses allow a quantification of these arguments. We consider the
relative price_implications of a 10% nominal?® sterling depreciation due entirely to each of the shocks
in turn. To avoid any perverse short-run dynamic effects and side-step problems with long-run
restrictions being imposed, we consider the effect of the depreciation occurring 3 quarters after the

24 These temporary responses reflect the second and third identifying restrictions respectively (see Section 1).
25 UK-US prices appear stickiest, taking over three years to reach any kind of plateau.

26 Again these short-run responses are entirely data generated. They do not, in particular, reflect the long-run horizon or
the VAR lag lengths employed. For example, the long-lived £/DM response arises from a VAR with only one lag.

27 The short-term role of nominal shocks in £/DM movements is the minor exception.

28 The fact that the nominal responses in our model are derived from the real exchange rate and relative price responses
is potentially problematic. This is especially the case when LM shocks are considered — the fact that real exchange
rate responses often quickly asymptote to zero means that the nominal exchange rate responses mirror the relative
price responses at all but short horizons. A framework that directly models the nominal exchange rate would side-step
this problem.
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shock hits the economy. We also exclude incorrectly signed responses?? and only consider the
average of the point estimate responses. In the unlikely case that (positive) LM shocks underlie the
depreciation, it is accompanied by an initial 7.5% rise in relative prices, increasing to 10% after a
further 3 quarters. In the more likely case of (positive) AS shocks producing the depreciation, relative
prices fall by 9.2% on impact and by 12% two years after the shock. In the most likely case of IS
shocks causing the depreciation, the accompanying relative price fall is much smaller - around 1% on
impact, rising to 1.2% in the long-run.

What are the implications for policymakers? Is a monetary policy response called for
when exchange rates move? The most commonly advanced rationale for such responses is that the
exchange rate changes alter inflationary pressures, which should be offset. This is particularly
important in the United Kingdom, as it could imply breaching the Government's inflation target. The
aim of any monetary policy response should then be to prevent the exchange rate movement being
built into wage setting and pricing behaviour — eliminating the "second round" effects. It should not
aim to offset the direct ("first round") effects,30 which shift the price level and so only affect recorded
inflation for a limited period.>3!

In deciding the appropriate direction and magnitude of any policy response the
authorities should, of course, recognise that the direction and magnitude of the price changes
associated with an exchange rate movement depend on its source. Unfortunately, identifying the type
of shock that generated a particular exchange rate as it happens is very difficult. This could lead to
incorrect policy responses. Our finding that past sterling depreciations have largely been associated
with small falls in relative prices suggests that depreciations should, if anything, induce small official
interest rate reductions. But we have also shown that past sterling fluctuations have not constituted a
major channel through which inflationary pressures are transmitted. This suggests that the optimal
policy response is to leave interest rates unchanged.

But these conclusions are necessarily provisional because: (a) the above are average
results, and will not necessarily apply to every exchange rate movement; (b) they are based upon past
relationships that will not necessarily hold in the future — a large potential Lucas critique; and (c)
endogenous monetary policy responses may already be included in the results. Unfortunately, there
are ambiguities about where monetary policy shows up in the model. Clarida and Gali (op cit)
allocated monetary policy shocks to LM shocks. This may be motivated by the textbook descriptions
of monetary policy in terms of monetary aggregate shifts and the traditional description of monetary
policy as a nominal perturbation. But there are several arguments for including monetary policy in IS
shocks. First, monetary policy actually operates through interest rates, which then affect domestic
demand. Second, Eichenbaum and Evans (1993) demonstrated that monetary policy shocks have
long-run real exchange rate effects. Both these are characteristics of IS shocks. Importantly, IS
shocks remain unambiguously real phenomena even if monetary policy is included in them; in our
framework monetary policy only affects domestic demand if it moves real interest rate differentials.3?
These ambiguities reflect the fact that our framework is not intended to identify monetary policy
shocks, which the literature as a whole has difficulty doing.33

The dominance of real shocks as determinants of sterling exchange rate movements
makes our results most consistent with the Stockman (op cit) equilibrium exchange rate theory.
However, we have also uncovered evidence of substantial price stickiness. Yet this has not translated
into LM shocks constituting major sources of sterling real exchange rate movements — the

29 We thus omit the UK-US from the AS shock analysis and UK-France from the IS shock analysis.

30 Our empirical framework, however, is incapable of separating out the first round and second round effects.
31 Twelve months if the price level shifts immediately.

32 See equation 1 of Appendix A. Sluggish price expectations are obviously required for this to hold.

33 See Rudebusch (1996) for a critique of VAR approaches. SVAR papers by inter alia Gerlach and Smets (1995) and
Roubini and Kim (1995) attempt to directly identify monetary policy shocks.
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disequilibrium view. This suggests that either LM shocks were less prevalent than real shocks over
the floating exchange rate period or that they had a lower variance.

Figure 7
Real exchange rates and relative prices

0.00- iE RATE

-0.257

-0.507

07515731576 1979 1982 1983 1988 1991 1994
REAL £/YEN EXCHA

197371976 1979 1982° 1985" 1988° 1991 1994
REAL /DM EXCHANGERATE

-1.2 19797 1982 '1985" 1988° 1991 1994

REAL £/FR EXCHANGE RATE

197371976

-1.98
-2.047
-2.107
-2.167
-2.277
-2.281
-2.347
-2.407

24619731976 1979 1982 1985~ 1988 1991 1994

Sub-period analysis

O.I'W‘
-0.0 pom—
-0.11
-0.27
-0.31
-0.47
-0.57
06~ TS5 576 1979 1982 1585 1988 19311554

— RELATIVE IIK-JAPANESE CONSIIMER PRICES
0.16
/

0.00
-0.167
-0.327
-0.487
-0.647
-0.807

0.96 1373 1976 1979 1982 1985 1988 1991 1994
— RELATIVE UK-GERMAN CONSIIMER PRICES

-0.07
-0.27
-0.47
-0.67
-0.87
-1.07

-1.2

1973771976 1979 1982 1985 1988° 1991 1994

0.0TW

-0.00

-0.057
-0.107
-0.157
-0.207
-0.257
-0.307
-0.35

197371976 19797 1982 1985" 1988 1991 1994

How do the SVARs rationalise the sterling real exchange rate and UK relative price
movements that occurred (Figure 7) over the sample period? We use historical decompositions (HDs)
to plot separately the historic paths that the endogenous variables would have followed in response to
each of the structural shocks. This allows us to determine the importance of each of the shocks in
exchange rate and price developments over historic episodes.3* We simply examine how closely the
endogenous variable movements due to each of the shocks (the light lines in Figures 8 to 15)

34 This contrasts with the full sample FEVD results.
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Figure 8
Historical decomposition £/$ exchange rate
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Figure 9
Historical decomposition £/Yen real exchange rate
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0.24

Figurel0
Historical decomposition £/DM exchange rate
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Figure 11
Historical decomposition £/FFr real exchange rate
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Figure 12
Historical decomposition of UK-US prices
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Figure 13
Historical decomposition of UK-Japanese prices
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Figure 14
Historical decomposition of UK-German prices
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Figure 15
Historical decomposition of UK-French prices
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Figure 16
UK - overseas relative domestic demand developments*
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* UK domestic demand index (1990 = 100) minus overseas equivalent. Increases (decreases) represent positive
(negative) relative demand shocks.

correspond to the actual movements (the dark lines).333¢ But can these predictions be linked to
observed economic developments? This is an important cross-check of the economic content of the
results. We use relative domestic demand as the equivalent to IS shocks (Figure 16), relative
productivity developments37 as the AS shock measure (Figure 17) and relative broad3® money growth
rates for the LM shocks (Figure 18). We find a high correspondence between these observable
developments and the SVARs' predictions in our examination of 1990s exchange rate and price
movements. Moreover, this correspondence is also apparent throughout much of the earlier period
(not reported to conserve space).

Figure 16 indicates that relative domestic demand shifted away from the UK in the
1990s. The HDs indicate that these negative IS shocks played a large role in the sharp post-1992 real
sterling depreciations, especially of the £/$ rate. This ties in with the large role that IS shocks played
in sterling movements over whole sample (FEVD results).

The improvement in UK relative productivity, apparent in the 1980s, accelerated in the
1990s (Figure 17). The origin of these positive AS shocks varies between country pairs. The
negative short term effects of German reunification and the bursting of the Japanese asset price bubble
are likely candidates in the German and Japanese systems. The HDs indicate that these positive AS
shocks also played a large role in the post-1992 real sterling depreciations. And the neglible role of

35 The actual path (dark line) with which we compare the decompositions is that which was forecast by the structural
VAR model on the basis of a few initial periods of shocks — the "base projection". Endogenous variable movements
in excess of this base projection constitute the "news" occurring after the few initial periods. This news must
obviously be due to realisations of the three structural shocks after the few initial periods of shocks.

36 Evans and Lothian (op cit) offer the alternative of testing the significance of the constructed path as a determinant of:
the actual movements over sub-periods. De Arcangelis (1995) implements a similar procedure.

37 As measured by manufacturing output/industrial production per head of employment in manufacturing.

38 Using narrow money aggregates produced similar results.
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Figure 17
UK - overseas relative productivity developments*
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Figure 18
UK - overseas relative broad money! growth? developments
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AS shocks in the real £/$ depreciation ties in with UK-US productivity differentials being virtually
unchanged (around zero) over this period. According to our results, these productivity improvements
also played a large role in the flattening of UK relative prices in the 1990s. And their effect again has
the intuitive appeal of being least apparent in UK-US price movements.

The September 1992 suspension of sterling's ERM membership might be expected,
according to the Mussa (1986) analysis, to constitute a nominal (LM) shock. But the HDs provide no
evidence of LM shocks playing a role in the post-1992 real sterling depreciations. This is not,
however, surprising. The observed fall in UK relative monetary aggregate growth rates (Figure 18)
constitutes a negative (less positive) LM shock. These, of course, produce real appreciations (slower
depreciations), rather than the observed depreciation. LM shocks did, however, contribute to the
observed flattening of UK relative prices. And, noticeably, relative money growth rates slowed most
at the start of the 1990s — exactly when LM shocks appear to have had their largest price impact.

Conclusion

This paper has presented a number of strong results. The main ones are that IS shocks
underlay most of the variance of sterling real and nominal exchange rates and that LM shocks were
the main source of UK relative price fluctuations. The most important implications for policymakers
are that: (i) sterling depreciations usually have, counter to common perceptions, had benign relative
price implications; and (ii) sterling exchange rate movements per se have not constituted a major
channel through which exogenous shocks have fed into UK relative prices. Both these points testify
to the importance of uncovering the underlying source of exchange rate and price movements. We
have also argued that the SVAR representations of the data appear to have a high economic content.
We believe that our results are sufficiently interesting to merit further investigation in the Lastrapes
(op cit), Rogers (op cit) and Evans and Lothian (op cit) frameworks.
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Appendix A: Outline of Obstfeld (1985) two-country Dornbusch (1976) model

The following four structural equations make up the Obstfeld (op cit) model:

¥ =ng,-oli,~ E(pi1 - 1)) (A1)
m = p =y~ M (A2)
p=(1-8)E_,p; +6p] (A3)
i = Ey (501 - 5,) (A4)

The open economy IS relationship (Al) states that relative output demand ( yd) rises
with: (i) real exchange rate (g,) increases (depreciations);>® (ii) narrowings of the real interest
differential in favour of the home country;*0 (iii) rises in all other exogenous changes to relative
domestic absorption (d, ) such as government expenditure and home/foreign goods taste shifts.

The money market equilibria condition (LM curve) (A2) specifies real relative money
demand as a positive function of relative output and a negative function of nominal interest rate
differentials. The price setting rule (A3) specifies prices in period ¢ as being set as an average of the
output market clearing price that was expected in #-1 to prevail in period ¢ (E,_; p;) and the price that

would actually clear the output market in period ¢ (p;). The 8 parameter determines the degree of
price flexibility, full flexibility holding when 6 = 1. Finally (A4) represents a UIP condition linking
nominal interest rate differentials to expected nominal exchange rate changes:

The shocks are introduced by specifying the following stochastic processes for the
exogenous variables in equations (Al) to (A3). We assume that the AS (z,) and LM shocks (v;)

follow simple random walks, being solely permanent in nature. But relative IS (,) shocks have both
permanent and transitory components, the latter of which is offset in the following period, that is:

V= yts—l +2z
d,=d,_+6,— 75,

m, = m;_q + Vs

(AS)

The long-run model solution, presented in equations (A6) to (A9), occurs when prices
become perfectly flexible and rational expectations hold. Relative output is entirely determined by
AS shocks?! — a vertical long-run supply curve. The absence of LM shocks from (A6) represents
money neutrality.

Y=Ytz (A6)
* s -1

¢ =(-a)/(n+(n+0)) o, (A7)

P ==y +M1+1) (n+0) 48, +m, (A8)

39 Demand switches towards home goods as they become more competitive.
40 Reflecting the effect on interest sensitive aggregate demand components such as investment.

41 The C5(1)=C};(1) =0 restrictions outlined in appendix B.
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s =y (-t -dn! +[n(n+0)"16+7»(1+7&)_1(n+6)'1]78t +m, (A9)

The long-run real exchange rate expression (A7) is obtained by substituting the stochastic

processes for AS and IS shocks into the IS equation and solving for ¢;. Positive AS shocks produce
long-run real depreciations (rises) — an improvement in competitiveness is required to stimulate
demand for the extra output supply generated by the AS shock. Conversely, the real exchange rate
appreciates (falls) following positive IS shocks. But the market’s discounting of the partial reversal
of the IS shock in the following period, represented by the coefficient on the temporary component of
the IS shock (y), offsets this appreciation. This means that the real appreciation will only be
permanent to the extent that the IS shock is permanent. The main text outlines the economics of this
result. Finally, LM shocks have no long-run real exchange rate effect;*? we show below that the
associated relative price and nominal exchange rate responses exactly offset each other.

Inverting the LM curve produces the long run price expression (A8). Positive AS shocks
reduce relative prices, by shifting the (vertical) AS curve to the right. Positive LM shocks and the
temporary component of positive relative IS shocks (yd,) both raise relative prices, the former

equiproportionately, by shifting the AD curve up the vertical AS curve. The permanent component of
IS shocks has no long-run effect on prices. The main text again outlines the intuition of this result.

Expression (A9) demonstrates that only LM shocks have unambiguous long-run nominal
exchange rate effects. In particular, positive LM shocks produce equiproportionate nominal
depreciations in the long-run. The indeterminacy of the long-run responses to IS and AS shocks is
due to the their real exchange rate and price effects working in opposite directions. But the main text
outlines why in general we expect positive AS (IS) shocks to produce long-run nominal depreciations
(appreciations).

In the short-run, when prices are sticky, all shocks potentially affect all endogenous
variables. Equations (A10) to (A13) represent the short-run solution. The short-run relative price
expression (A10), obtained by substituting (A8) into (A3), illustrates that higher price stickiness
(decreases in 6) reduces the short run price effect of each of the shocks below their long-run effects.

p,=6p; —(1-8)(v, -z, + y3,) (A10)

g =g, +v(1-8)(v, -z, + oy3,) (A1)

s =3 (1-non~ —dn~+(/(1-6) - (1-0))(v, — 2 ) + bm,
o (nin+0)) " +0r(1+2) (n+0)” -¥(1-6) |13,

v =y +(M+0)v(1-0)(v, -z, + oy, (A13)

(Al12)

The short-run real exchange rate expression (All) is obtained by substituting (A1) and
(A4) into (A2) and using (A10) to represent the difference between actual and market clearing price

levels.** The positive coefficient on v, illustrates the usual result that positive LM shocks depreciate
the real exchange rate when prices are sticky. The negative coefficient on z, shows that price
stickiness means that the real exchange rate will undershoot its long-run appreciation following
positive AS shocks. Likewise the positive coefficient on 9, illustrates that the real exchange rate

42 The Cy;(1)=0 restriction of appendix B.

43 Where v=(1+ A)( A+ o+ 1)-1.
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undershoots its long-run depreciation following positive IS shocks. Again the extent of this
undershoot is related solely to the temporary component of the IS shock (Y9,)

Equation (A12) presents the short run nominal exchange rate expression. Clarida and
Gali (op cit) show that LM shocks produce short run nominal exchange rate overshooting if

(1-0-m)>0. And this condition implies short-run nominal exchange rate undershooting following
AS and IS shocks.

Finally the short-run relative output expression (A13) is obtained by inserting the sticky
price real exchange rate expression (All) into (Al) and solving for y,. Relative output is demand
determined in the short-run, with positive LM shocks (v,) and the temporary component of positive IS

shocks (7y9,) raising relative output. The negative coefficient on zt demonstrates that price stickiness
reduces the output effect of AS shocks.

Appendix B: The Blanchard and Quah (1989) structural VAR identification method

The structural model formulates movements of endogenous variables (y, — relative
output, the real exchange rate and relative prices in our case) as a moving average of past structural

shocks (e,):

(Bl)

C(L)11C(L)5C(L)y3
Where c()=|cL)n WLy | and e =[z,8,v,]
C(L)31C(L)33C(L)33

z, represents the AS shocks, 8, the IS shocks and v, the LM shocks. We first estimate the VAR (in
first differences):

A(L).Vt =§&

B2
Var(e,) =Q ®2)

where A(0)=I and €, is the vector of reduced form residuals. Inverting (B2)* produces the moving
average representation:

v, = A(L) ', (B3)

To move from (B3) to (B1), we first assume that a non-singular matrix S exists that links the
structural shocks (e,) and the reduced-form disturbances (g,) i.e. €, = Se,. Comparing (B3) and (B1)

reveals that Cy,=S. It is also clear that :

COCO’ = Q (B4)

44 We assume that the MA representation is invertible. See Lippi and Reichlin (1993) and Blanchard and Quah (1993)
for discussions of the consequences of non-invertibility.
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To identify C,, the key to the procedure, we need to impose n* restrictions are imposed
(n is the number of variables in the system, three in our case). The usual assumptions of orthogonality

and unit variance of the structural shocks (e,) provides n(n+1)/2 (six) of these restrictions. This

means that (B4) is a system of n(n+1)/2 (six) equations in n? (nine) unknowns. Thus #(n-1)/2 (three)
further restrictions are required to achieve (exact) identification. We follow Blanchard and Quah (op
cit) in employing long-run theory-based restrictions zero to complete the identification.

We denote the sum of the structural MA matrices*S by C(1). The restriction that shock j

has zero long-run effect on the level of endogenous variable i requires the restriction C;(1)=0 to be

imposed. We follow the Clarida and Gali (op cit) formulation of the three required long-run
restrictions. First, the shock which we label as "IS" (0¢,) has zero long-run relative output effects:

C;,(1)=0. Second, the shock we label as "LM" (v,) also has zero long-run relative output effects:
Ci; (1)=0. Long-run relative output is thus entirely determined by the first shock, which we label as
"AS"(z,) — a vertical long-run aggregate supply curve. Finally, LM shocks are constrained to have

zero long-run effect on the real exchange rate: C,3(1) = 0. These restrictions mean that, as in
Blanchard and Quah's (1989) bivariate case, the C(1) matrix is lower triangular.

The procedure to obtain an estimate of C; parallels that outlined in Blanchard and Quah
(op cit). First calculate:

(r- A(l))_lﬂ((l - A(l))_l)’ (BS)

It is easily shown that C(1) obeys the following equality:

(1= 4)™((r- a) | =ccty (B6)

But we can also compute the lower triangular Choleski decomposition of (B5), which we
denote by H. As C(1) is also lower triangular, it may clearly be equated to H. Combined with the fact

that (I-4(1))-1 = C(1)C,, we obtain a C; as follows:
Co=(1-4(1)H (B7)

From (B2) and (B4) it is clear that:

c,=(1-4,)"¢, (B8)

showing that identifying C; allows the computation of the dynamic responses of the variables to the

structural shocks. The time series of structural shocks are also easily obtained (e, = Co_ls,). And the
orthogonality and unit variance of the structural shocks makes it simple to compute the structural
forecast error variance decompositions.  Finally, historical decompositions may also be
straightforwardly obtained.

45 Thatis C(1) = G + G+ Cy+....Cp+.....
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Comments on paper by M.S. Astley and A. Garratt by Frank Smets (BIS)

This paper analyses the sources of sterling real and nominal exchange rate fluctuations
using a structural VAR model proposed in Clarida and Gali (1994). The paper is well-motivated.
Knowledge about what drives the exchange rate is important for monetary policy makers as it may
determine the inflationary consequences of an exchange rate change and therefore the appropriate
policy response. The main finding of the paper is that most of the nominal and real exchange rate
movements are caused by real demand shocks, which have only limited effects on relative prices. The
tentative policy conclusions the authors draw from this is that the optimal policy response may be to
leave interest rates unchanged in the face of exchange rate changes. My comments will be in two
parts. In the first part I deal with the identification problem in structural VARs and how this may have
affected the results presented in the paper. The second part deals with the policy implications the
authors draw from their analysis.

The goal of structural or identified VAR analysis is to interpret some of the correlations
in the data in terms of a limited number of structural shocks. In the spirit of Sims (1980) only a
minimum number of assumptions is used to identify these structural shocks. One problem with this
approach is that in many cases there is no obvious one to one relationship between the kind of shocks
one wants to examine and the identification scheme. This may be problematic because differences in
identifying assumptions are known to have nontrivial effects on the impulse responses and the
historical and variance decompositions. This uncertainty puts the burden of the proof with respect to
the structural interpretation on the SVAR practitioners. The authors do a good job in making their
case. They follow Clarida and Gali (1994) in motivating the long-run identifying assumptions on the
bases of a standard open economy AS-AD model whereby only supply shocks have long-run effects
on output and nominal (LM) shocks are neutral in the long run. They show that the estimated impulse
responses to these shocks by and large satisfy the over-identifying implications of the model and they
try to use historical decompositions to convince the reader that the estimated structural shocks also
correspond to plausible actual events. Nevertheless, in what follows I will argue that the model may
be misspecified in a way which could affect the main results and that therefore some caution is
necessary in interpreting the results.

Let me first comment on the plausibility of the long-run identifying assumptions, i.e. a
long-run vertical supply curve and long-run money neutrality, that are used to identify the three
fundamental shocks (AS, IS and LM). The authors claim "the strength of the restrictions is their
generality and uncontentious nature". While I would like to believe in these long-run assumptions,
they are not that uncontentious. With respect to the first assumption, I know at least one SVAR study
(Bayoumi and Thomas (1994)) which assumes exactly the opposite long-run identifying assumption
to distinguish supply from demand shocks. As Bayoumi and Thomas wanted to compare factor
market integration between the states in the United States and countries in Europe, they had a very
good reason for not imposing a long run vertical supply curve. Factor market integration would tend
to make the long-run supply curve upward-sloping. Fortunately for the authors, Bayoumi and Thomas
find that the supply curve in European countries is almost vertical, in contrast to the supply curve in
the US states, probably reflecting differences in factor market integration.

With respect to the second assumption of money neutrality, the authors themselves point
to the fact that there is quite a lot of evidence that monetary policy shocks have real exchange rate
effects even in the medium to long run (see Section 3). To the extent that this misspecification implies
an underestimation of the exchange rate effects of nominal (LM) shocks, some of the sharp results
about the near dichotomy between exchange rate changes and relative price changes may disappear.
Another way of looking at these issues is from the perspective of recent research on long-run PPP.
More and more papers (e.g. Oh (1996)) are able to reject the hypothesis of a unit root in the real
exchange rate using more powerful econometric techniques or longer data. If indeed long-run PPP
holds, then the assumptions in the model would again imply a serious misspecification and would
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tend to underestimate the exchange rate effects of nominal shocks.*6

Even if the structural shocks one wants to analyse satisfy the identifying assumptions,
one should realise that other shocks may also do so. In that case the impulse responses one estimates
are an amalgam of the effects of each of these shocks, leading to a misspecification of the impulse
responses, variance decompositions, etc. This will in particular be a problem in small-scale VARs
where the number of identified shocks is inevitably limited. In what follows I consider two examples
which may affect the conclusions drawn from the paper.

First, consider the estimated LM shocks. These shocks are not only a mixture of money
supply and money demand shocks, they may also incorporate temporary real demand shocks, which
similarly have no long run effect on real output and the real exchange rate. The reason why this is
important is that while a temporary real demand shock has a similar short run effect on output and
prices as an increase in the money supply or a reduction in money demand, it has a different impact on
the exchange rate. A positive temporary demand shock will most likely lead to an appreciation of the
exchange rate, while an expansionary monetary policy shock will initially lead to a depreciation. If the
so-called LM shocks are a mixture of both shocks, then this will tend to bias downward the effect on
the exchange rate, which, again, may explain the main result in this paper.4’

Second, consider the IS shocks. One of the surprising results in the Astley-Garratt paper
is that these shocks which are, for example, meant to capture permanent increases in government
spending have very limited output and price effects. How can this be? One possible interpretation is
that these shocks do not primarily reflect aggregate demand shocks but rather permanent shocks to the
risk premium required on sterling investments. One could easily extend the theoretical model in the
paper to incorporate such shocks and find that a permanent rise in the required risk premium would
lead to a permanent real exchange rate depreciation. Moreover, if the central bank allows the real
interest rate to immediately adjust to this shock, then one would also find that the effects on output
and prices are very limited, suggesting that the so-called IS shocks could be interpreted as risk
premium shocks. This brings me to the policy interpretation of the results.

In Section 3 the authors state "... we have shown that past sterling fluctuations have not
constituted a major channel through which inflationary pressures are transmitted. This suggests that
the optimal policy response is to leave interest rates unchanged". Above we have argued that this main
result may be due to various identification problems. However, even if it holds, it would not
necessarily justify the policy implication. The reason for this is that the estimated impulse response
functions incorporate the endogenous reaction of the monetary authorities to the underlying shock.
Take, for example, the case in which the estimated IS shocks would partly represent risk premium
shocks. As mentioned above a likely reason why such shocks may not turn into relative output and
price movements is that the monetary authorities lean against them by changing the policy-controlled
interest rates. This would, for example, be the case if the central bank targets some form of monetary
conditions index as currently in Canada. An extension of the Clarida-Gali model which includes the
short-term interest rate differential does indeed show that the interest rate differential rises sharply in
response to an expansionary IS shock, presumably reducing the inflationary effects. Clearly, following
the authors' policy advice of leaving interest rates unchanged could very well result in relative price
effects, which were to be avoided in the first place.

46 As an aside I should mention that using a limited number of lags with long-run restrictions, will tend to reduce the
importance of temporary shocks in the variance decomposition. For example, using four lags instead of one in the
sterling/DM model one increases the contribution of the LM shocks to the real exchange rate forecast error variance
from 8% to 40%. Such a dramatic increase in the contribution of nominal shocks may change the conclusions of the

paper.
47 Indeed, some attempts to distinguish between temporary demand shocks and monetary policy shocks by including the
short-term interest rate differential while maintaining the long-run restrictions a la Clarida and Gali, raised the joint

importance of these shocks in explaining real and nominal exchange rate changes from close to zero to over 50% in
the short term.
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Purchasing power parity and Austria's exchange rate strategy:
some empirical evidence of their relationship

Christine Gartner and Heinz Gliick!

Introduction

In the concept of Austria's exchange rate policy, the pegging to stable currencies of
important trading partners is regarded as an intermediate target in order to maintain low inflation and
to improve competitiveness. In the longer view, the credible implementation of a policy like this will
stabilise expectations and reduce uncertainties. What is crucial in this context is the development of
the real exchange rate. There exists, as is well known, a close link between the evolution and the time-
series properties of a country's real exchange rate and the concept of purchasing power parity (PPP).
However, in the 1970s and 1980s most empirical studies rejected the validity of this concept.
Consequently, in the course of the evolution of Austria's exchange rate policy, PPP was never
regarded as an essential element nor as a source of potential contradiction to actual policy.

Recent years, however, have seen a new and increasing interest in PPP. This revival may
among other things, have two reasons: First, the relative simplicity and intuitive clarity of this
concept, and, second, the development of new econometric methods, especially time-series analysis,
which offered new tests to evaluate the validity of PPP. The results, however, are still quite tentative,
but generally point to the fact that at least in the very long run PPP probably cannot be rejected (see,
for instance, Kim 1990).

Thus, the purpose of this paper is twofold: First, as there are very few studies using
Austrian data, we look at the time-series properties of the schilling's real effective exchange rate in the
light of these new developments. As will be shown, the results are not supportive for PPP; therefore,
in a second step, we try to identify other (or additional) factors which may influence the evolution of
the real exchange rate.

We proceed as follows: In Section 1 the Austrian exchange rate policy and its relation to
PPP are reviewed. Section 2 discusses some recent research on PPP, and in Section 3 we present the
empirical results for Austria on the real effective exchange rate. The last section concludes the paper.

1. Austria's exchange rate policy and the Schilling's real effective exchange rate

There are various articles on Austria's exchange rate policy (Gartner 1995, Gliick, Proske
and Tatom 1992, Gliick 1994, Gnan 1995, Hochreiter and Winckler 1995, Pech 1994, and others). In
a nutshell, this policy and its evolution can be summarised as follows:

Since the end of World War II, Austria has consistently followed a policy of fixing the
exchange rate of the Austrian schilling. First, during the Bretton Woods era the schilling was fixed to
the US$ between 1953 (unification of the exchange rate) and August 1971. During this time there was
only one parity change, namely a revaluation of the schilling against the US$ by 5.05% in May 1971.
Second, when the United States closed the gold window in August 1971, Austria's exchange rate
policy had to be adapted. A free float was not considered feasible by the Austrian authorities because
of the exchange rate uncertainties connected with it and because of a perceived underlying speculative

1 The views expressed in this paper are those of the authors, not necessarily of the institution they are affiliated with.
We are grateful for valuable comments by Palle Andersen and Peter Brandner. Any mistakes, of course, remain ours.
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threat due to the lack of market depth and width which might threaten the stability of the currency and
the economy. Instead, Austria pioneered a new concept by pegging its exchange rate against a basket
of currencies. In the following period, the composition of the basket in terms of currencies and base
dates was frequently adjusted. As the importance of the DM as reference currency rose, a peg
exclusively to this currency emerged in the second half of the 1970s. Finally, since the end of 1981
the schilling has remained fixed to the DM with practically no fluctuation margin.

What is particularly interesting with regard to Austria's economic policy in general and
exchange rate policy in particular is that the authorities in the 1970s (specifically related to the
evolution of the schilling with regard to the DM in May 1974) explicitly accepted a real appreciation
of the schilling in order to get domestic inflation on a lower path. At the same time, it was recognised
that this policy could entail considerable costs, in particular for the exposed sector of the economy.
Hence, it was attempted to mitigate the initial costs of the real appreciation by an expansionary fiscal
policy and, to some extent, also through temporary subsidies. However, the authorities were
confident that over the longer term the economy would benefit because wage pressures would be
reduced in the wake of lower inflation; consequently profit margins and employment could be
restored.

It is important to note that Austria's specific institutional framework, i.e. the social
partnership, has a significant role to play in order to ensure that wage developments are commensurate
with productivity increases and that economic policy is designed in such a way as to be conducive to
an improvement of the supply-side and to foster general economic flexibility. Sound fiscal policy,
innovative supply side policies and an institutional framework enhancing the overall flexibility of the
economy go far towards explaining the success of Austria's virtually fixed single currency peg against
a stable anchor currency in the face of occasional shocks, even of severe real asymmetric shocks.

In short, the concept of the hard-currency option can be described as follows:

e It provides the possibility of importing stability via the pass-through from the prices
of imported goods to consumer prices or to the prices of production inputs.

e  The tough performance of the currency causes a profit squeeze in the exposed sector
which leads to rationalisation, innovation, rising productivity, and improved
structures. It also prevents excessive wage increases in this sector which keeps the
wage level low in the sheltered sector, too.

¢ By these mechanisms - lower inflation rates as a precondition for a moderate
incomes policy and a profit squeeze in the exposed sector leading to structural
improvements - "virtuous circle" effects are brought into play.

Assuming PPP, this can simply be interpreted in the following way (Handler 1989): In
relation to the anchor country, diverging price developments are not used as explanatory variable for
the exchange rate but as an equilibrium condition by means of which the domestic price level (p) is
determined:

p=p*+s

with s = log of nominal exchange rate
p = log of domestic price level
p* = log of foreign price level,

By fixing the exchange rate to the anchor country's currency, i.e. s = 0, stability from this
country is imported, and the implicit inflation target is defined as p = p*.

This, of course, implies also a constant real exchange rate vis-a-vis the anchor country.
If, on the other hand, the anchor country's inflation rate is the goal which is aimed for, but which - as

2 Relations of this kind have been tested empirically by Ardeni and Lubian (1991).
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was frequently the case for Austria vis-a-vis Germany - cannot be attained, i.e. p tends to be higher
than p*, this would imply a continuous real appreciation of the pegging country's currency.

The case is different when we look at the pegger's exchange rate vis-a-vis the weighted
average of exchange rates of its trading partners, i.e. the nominal effective exchange rate. As the
exchange rate of the average Austrian trading partner tended to be weaker than the DM and the
schilling, a nominal revaluation of the latter was the effect. As, on the other hand, inflation rates in
Germany (and in Austria) were lower than for the trading partners, the real effective revaluation
generally was smaller than the nominal one, or, in the ideal case, even a real effective devaluation
could be the outcome, a favourable effect for international competitiveness.

It is characteristic for Austria's exchange rate policy that over the course of the years it
has been developing in a rather pragmatic way which sometimes was in contradiction to textbook
wisdom. Similarly, there has been no concern about mean-reverting by which - after a shock -
nominal and real exchange rates would be forced back to equilibrium levels as determined by PPP. On
the contrary, there was (and is) much more the intuitive belief that by the very absence of
mean-reversion exchange rates could be used in order to achieve specific economic goals even in the
long run. In the following we try to investigate whether recently developed tests applied to Austrian
data justify this view.

2. Tests of PPP and time series analysis

Most recent literature describes the idea of long-run PPP as the hypothesis that there
exists a stationary equilibrium real exchange rate. Before the virtual explosion of PPP tests that
followed the introduction of econometric techniques designed to handle non-stationary data, it had
become more or less a stylised fact that PPP was rejected in empirical tests. Since the concepts of
integration and cointegration became common knowledge, a large number of empirical tests have
been presented. Alexius (1995) gives an overview of the empirical literature on PPP and finds that the
results are mixed, so that no final verdict has been reached concerning the validity of the PPP
doctrine. She argues that while there is widespread agreement that PPP does not hold in the short run,
the disagreement basically concemns the question whether it holds in the long run and how long the
long run is. She also finds that a rejection of PPP depends partly on the choice of countries, the length
of the sample period and the econometric techniques used. Studies covering less than 15 years of data
almost always reject PPP, while those covering a entire century usually do not3. Furthermore,
rejections of the PPP hypothesis are much more frequent for the United States and Canada than for
European countries. Since most tests of PPP have focused on bilateral exchange rates between major
industrial nations like USA, Japan and Germany, a case can be made that these countries have rather
different economic structures and the real exchange rate between them is less likely to be stationary
than the real exchange rates between more homogenous European countries.

There are two popular approaches testing the validity of PPP. One approach has been to
investigate whether the real exchange rates contain a unit root, which is incompatible with PPP. The
existence of a unit root in the real exchange rate would imply that shocks to the real exchange rate
have not only temporary, but permanent effects: If the real exchange rate is pushed below (above) its
equilibrium level, it cannot be expected to return.

The second approach has been to investigate whether nominal exchange rates and price
levels are cointegrated. Studies using cointegration techniques have quite often found cointegration
among nominal exchange rates and price levels. But the existence of a stationary linear combination
of exchange rates and prices does not necessarily mean that PPP holds. According to PPP, it is the

3 Alexius (1995), p.8.
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real exchange rate that should be stationary. This implies certain restrictions on the cointegration
vector(s).

Bilateral PPP has been tested much more often than multilateral PPP. Possible reasons
could be that the choice of weights is rather arbitrary and that the hypothesis of stationary effective
real exchange rates is not testable within multivariate systems of price levels and bilateral exchange
rates.

3. Modelling the long-run real exchange rate for Austria: empirical results

This section presents our empirical findings on determinants of the real exchange rate of
the Austrian schilling. Following the line of other recent empirical studies on long-run exchange rate
modelling, we will make use of time-series analysis, especially cointegration and unit root testing. In
a first step we are interested in knowing whether the PPP doctrine is valid for Austrian data. This
seems particularly appealing since the Austrian case is hardly included in the various papers testing
PPP. Furthermore, we will concentrate on the examination of the real effective exchange rate, whereas
the great bulk of former PPP tests have focused on bilateral real exchange rates. The paper by
Johansen and Juselius (1992) and the one by Alexius (1995) represent exceptions to this rule. In
agreement with Alexius (1995) we are convinced that if the mechanism driving PPP has to do with
international competitiveness, it may be more relevant to study multilateral than bilateral PPP.

In a second step we investigate if real interest rate differences contribute to the modelling
of the long-run real exchange rate. However, with a fixed exchange rate regime as in the Austrian
monetary policy concept, it seems more appropriate to test the reaction function of the Austrian
national bank in which the short-term interest rate is the dependent variable. The test results show that
the real interest rate difference is not important for the determination of the real effective exchange
rate.

In a third step we look for other determinants of the real effective exchange rate than its
own past development. The long-term interest rate difference between Austrian and German
government bonds and the productivity differential between the two countries' industrial sectors are
regarded as promising candidates.

3.1 Alternative tests of PPP

As mentioned in Section 2 there a two alternative approaches to investigating the validity
of PPP. In our empirical examination we made use of both of them.

3.1.1 PPP and cointegration

First , we test the following equation:

s, =B+o,p, +op*+0, Y]

An informal way to get a first impression of the characteristics of a time series is to
inspect the plots of a variable in levels and differences. We show the time plots for the three series in
the Figures 1 to 3. As one would expect, all variables show a trending behaviour in the levels. That
means that once there is a level change in these series, it remains for a longer time span. The
differences of the series appear to be stationary around zero or a constant. This shape indicates the
presence of a difference-stationary data generating process. However, it is difficult to distinguish
between a trend-stationary and a difference-stationary process by means of time plots of finite sample
length. Other and more formal tools exist for this purpose. Since the variables contained in this
equation are likely to be nonstationary, our tests like most tests by other authors, have concentrated on
exploiting the cointegration methods proposed by Engle and Granger (1987).
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Figure 1

Nominal effective exchange rate
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Figure 3
Foreign consumer price index
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We used monthly, seasonally unadjusted data of the Austrian nominal effective exchange
rate, the Austrian CPI and the so-called "foreign CPI" (which is a basket of trade-share weighted
consumer price indices of trading partner countries). To specify the test correctly, we first had to
check whether all variables entering the above equation were integrated of order one, I(1). We tested
the stationarity properties of the variables by means of rather informal visual inspection and more
formal unit root tests, i.e. the augmented Dickey-Fuller test.

Analysing the autocorrelation function of the levels, the differences and the residuals of a
regression against a time trend should reveal more information about whether the time series belong
to one of the two model classes. We found that the autocorrelation functions of the levels start at a
value of around 0.9 and die out very slowly. In contrast to the levels, the autocorrelation functions of
the differences die out quickly, with the exception of the domestic consumer price index, which shows
some significant autoregressive components at 6 and 12 lags and multiples of these lags, indicating a
seasonal pattern. Since we wanted to avoid the shortcomings induced by seasonal filtering of the time
series and also wanted to treat all series alike (we did not find any seasonal pattern in the other
variables), we refrained from any of the popular seasonal adjustment transformations.

A third step towards differentiating between trend-stationary and difference-stationary
representations of macroeconomic time series could be the calculation of residuals from a regression
of the variables against a constant and a linear time trend. Url and Wehinger (1990) pointed out that
the distinction between the individual models is difficult, so it was necessary to carry out some formal
tests.

We used the econometric software package RATS (version 4.2) to compute the Dickey-
Fuller test statistics, after having specified the number of autoregressive correction terms (arcorrs) p
by inspection of the series’ ACF. We chose the number of autoregressive correction terms as small as
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possible, because it is general knowledge that the test’s power is reduced with an increasing number
of "arcorrs". This procedure also tests for possible constant or linear time trends. The results are given
in Table 1.
Table 1
Unit root tests
July 1968 - October 1995*

Variable Specification Arcorrs p DF test Critical value
statistics 1% sign. level
Log-levels
8 et T 1 -2.79 -3.96
P ettt N 4 —4.66 —3.43
P N 4 -2.99 -3.43
PH/P i T 1 -1.91 -3.96
o PO U OO U OO OTOROUOTRRPURRP T 1 -2.70 ~3.96
APttt N 1 -1.71 -3.43
ApD* oo N 1 253 -3.43
(F1%) i T 1 -3.74 -3.96
First differences
A8 e N 0 -11.29 -3.43
A Do N 0 —6.34 3.43
AD* oot N 0 472 -3.43
APH/P) e N 0 -13.73 -3.43
A Qe N 0 —-12.48 -3.43
(A12D) v, N 0 —8.63 -3.43
(A D)™ i N 0 -9.42 -3.43
AT )i N 0 -10.96 -3.43

* Sample for (r—r*) is from January 1980 to December 1995.
N = constant; T = linear trend.

For some cases the tests give empirical evidence that the null hypothesis of a unit root in
the log-transposed levels of the series cannot be rejected which, loosely speaking, means that most
processes are not trend-stationary. However, the tests also suggest that the null hypothesis of a unit
root can be rejected for the first differences of the series, which indicates that the variables are
integrated of order 1. The results of those unit root tests are not uncontroversial for the domestic and
the foreign price level. A special unit root test (Hylleberg et al.) for seasonally unadjusted data would
have been more appropriate. Url and Wehinger (1990) applied the Hylleberg-Engle-Granger-Yoo test
to the unadjusted quarterly CPI data for Austria and found that the unit root hypothesis was confirmed
for the log-levels, which means that they are not stationary. When testing for seasonal roots, they
stated the presence of an annual root in the CPI series. Having in mind the empirical evidence of price
indices being I(2)-processes?, we used the (logarithm of the) price ratio as a variable in equation (1).
We were unable to reject the hypothesis that this variable is I(1). The result is not really surprising,
because it could well be that the Austrian and the foreign price levels are cointegrated and that there
exists a linear combination of the two I(2)-series that follows a I(1)-process. Also the theoretical
underpinning of the Austrian exchange rate concept suggests that this long-run relationship exists. So
equation (1) was transformed to equation (1a).

5, =Bo+0(p,/ P *)+ 0y (la)

In a next step we tested for a possible long-run relationship between the nominal
exchange rate and the price ratio. The Engle-Granger method simply entails estimating the

4 See for example MacDonald (1995), footnote 17, p. 453
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coefficients of equation (la) by OLS and subjecting the residuals to a variety of diagnostic tests of
which the most popular has proven to be the augmented Dickey-Fuller test. If there is no long-run
relationship between the variables, the residual series of the cointegrating equation would be
nonstationary. If there is a long-run relationship as the traditional PPP doctrine would suggest, then,
despite the variables entering the equation being individually nonstationary, there would exist some
linear combination that transforms the residuals to an I(0) series.

The augmented Dickey-Fuller test of the residuals amounts to estimating an equation of
the form:

p

AQ,=vp,_ +v; 25 AQ, ;11 tE, 2)

i=

If the null hypothesis of no cointegration is valid - the residuals are I(1) - then v; should
be insignificantly different from 0, and this may be tested using a t-test, denoted T. Under the
alternative hypothesis of stationarity, V; is expected to be significantly negative. As the distribution of
T is not standard, Engle-Granger have tabulated the appropriate critical values. Our empirical results
refer to the critical values by Engle and Yoo (1987). The paper tabulates critical values for T from a
cointegrating regression of up to five variables and for smaller samples. The initial paper by Engle
and Granger (1987) only computed critical values for T for an equation with two variables and
samples of more than 100 observations.

Table 2a
Cointegrating regression of equation (1a):

S =Bo+a2(pt/pt*)+(p0t

Variable Coefficient Standard error t-statistics
BO' ............................ 4.62 0.004 1,250.18

’
o S 1.65 0.022 76.33

Estimation by Ordinary Least Squares; monthly data from 68:07 to 95:12; usable observations: 330.
Degrees of freedom: 328; R2 = 0.95; Durbin-Watson statistic = 0.048.

Table 2b
Unit root tests of residuals (@, )

Variable Arcorrs p DF test Critical value*
statistics 1% sign. level
(OO PPN 4 -1.57 -3.78

* Engle and Yoo (1987), p. 158.
Number of variables in regression (N) = 2.
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In the context of the cointegration literature, the existence of long-run PPP amounts to
satisfying three conditions. Besides the stationarity of the errors, @, of the cointegrating regressions,
MacDonald (1995) also mentions the condition of symmetry and the condition of proportionality. The
condition of symmetry means that the 0 and O; coefficients in equation (1) should enter the
cointegration equation with an (equal and) opposite sign. The condition of proportionality means that
both coefficient should equal plus and minus unity. A reformulation of the last two conditions for
equation (1a) amounts to the requirement that o, equals 1.

As expected, we did not find empirical evidence of (absolute or relative) PPP holding for
Austria. The first and most important condition, namely the stationarity of the residuals of the
cointegrating equation (1a), could not be confirmed (Table 2a). The results of the unit root test are
presented in Table 2b. The estimation results also reject the validity of the two other conditions.®

3.1.2 A random-walk real exchange rate model

As mentioned in Section 2 there is an alternative to testing for cointegration between a
nominal exchange rate and relative prices, and examining the PPP theorem. This approach tests the
null hypothesis that the real exchange rate follows a random walk against the alternative that PPP
holds in the long run. In contrast to the test applied above, these tests impose - rather than test - the
hypothesis that o, =1 and test - rather than impose - that the (log of the) real exchange rate (g) is
stationary’.

In more technical terms, the test checks the null hypothesis of a random walk (equation
4) against the alternative of a trend-stationary process (equation 5):

Ag,=a+o, “4)

where A is the first difference operator, a is a drift term, which captures, perhaps, the failure of real

interest rates to be equalised across countries and (9, is a stationary process.

The alternative hypothesis to the above equation would be that the real exchange rate
exhibits temporary deviations around a trend, i.e. it is trend-stationary:

gr=Yo+nT+¢& 5

where T denotes the time trend.

The modern literature uses three main techniques for testing whether the real exchange
rate is a random walk. The first - and most commonly used - are the Dickey-Fuller and the augmented
Dickey-Fuller tests. The second commonly used technique is that of variance ratios. And the third is
that of fractional integration, which encompasses a broader class of stationary processes under the
alternative hypotheses®. We have used the augmented Dickey-Fuller test, because Taylor(1990), using

5 If the errors are not I(0), there will be a tendency for the exchange rate and the relative prices to drift apart without
bound, even in the long run. ’

6 Some authors (e.g. Ardeni and Lubian 1991) suggest the estimation of equation (3) below for fixed-exchange rate-
regimes. Testing this hypothesis also seemed meaningful with regard to the Austrian exchange rate concept:

P =B+ 08, o+ 9 &)

The estimation results for equation (3) were not that exciting, so we abstain from reporting them. One major reason
could be that the ATS is primarily pegged to the DEM as an anchor currency and not to a basket of currencies as
represented by the effective exchange rate.

7  See Froot and Rogoff (1994).

8 See Froot and Rogoff (1994) for a more detailed description of the various techniques.
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a Monte Carlo analysis, found the test to be quite powerful against a range of stationary local
alternatives.

Given the above results, it seemed rather unlikely that the Austrian real effective
exchange rate would be trend-stationary. The Dickey-Fuller test with one autoregressive correction
term (number of arcorrs was chosen by ACF; see Figure 4) gives no indication that the Austrian real
effective exchange rate is trend-stationary and mean-reverting. The time trend in the estimated
regression is not significant. The results of Table 1 also show that the null hypothesis of a unit root in
the log-levels cannot be rejected, which means that the real exchange rate exhibits persistent
deviations from a trend. We found, however, that the first differences of the time series can be
considered stationary. The findings can therefore be interpreted as an ex-post empirical confirmation
of the rather intuitive assumptions underlying the Austrian exchange rate concept. As mentioned in
the introduction, Austrian monetary policy makers tried to exploit the possibility of a non-mean-
reverting real exchange rate in order to import price stability.

Figure 4

Real effective exchange rate
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3.2 The real interest rate/exchange rate link

As mentioned above, testing for a unit root in real exchange rates may be interpreted as a
rather strict test of PPP. In particular, the condition that forces the real exchange rate to be stationary
is that, ex ante, real exchange rates are equalised across countries. In the most recent literature (e.g.
MacDonald, 1995) we found that persistent deviations of real exchange rates from their long-run
equilibrium path are often explained by the development of real interest rate differential. The null
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hypothesis of no cointegration is once again tested using the cointegration technique developed by
Engle and Granger®:

g, =0y +Bo(r —r%) +1, (6)
with » the domestic short-term interest rate less the 12-month domestic CPI inflation rate and r* the

foreign short-term interest rate!? less the foreign CPI'! inflation rate over 12 months.

Figure 5
Real interest rate differential
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The estimation results were not very conclusive (Tables 3a and 3b). Moreover, the
specification of equation (6) may be inappropriate in the context of the Austrian monetary policy
concept. We therefore tested a somewhat modified and a more sensible hypothesis. Because interest
rates are instrumental to the Austrian exchange rate target, we reformulated equation (6) to the new
specification of equation (7), which seems plausible especially for fixed exchange rate regimes. In the
new formulation, equation (7) looks very much like a reaction function of a central bank. We actually
estimated equation (7a), where the domestic and foreign inflation rates are attached as additional
explanatory variables!2:

1, =05 Bag, Byr*, +0, @)

iy =g +Bsq, +Bgi*; +B7A D, + By p*, +0; (7a)

9 We tested the stationarity properties of the real interest rate differential, too. Figure 5 gives an informal indication that
the time series follows an I(1)-process. We could confirm the hypothesis by the Dickey-Fuller test.

10 The foreign interest rate is a trade-share weighted average of trading partners' short-term interest rates.

11 The foreign CPI is a trade-share weighted average of trading partners' CPIs, which is also used to compute the ATS'
real effective exchange rate.

12 We refrained from estimating equation (7) in real terms, because it is very unlikely that a central bank can influence
the real short-term interest rate.
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with i the Austrian call money rate and i* the foreign call money rate, while A,,p and A,,p* represent
the domestic and the foreign 12-month inflation rate, respectively. What we found was exactly the
result we had expected (Tables 4a and 4b). The ADF test suggests a long-run relationship between the
variables (the residuals are I1(0) at a 1%-significance level) and the R? (0.9) is rather high. Therefore,
we also estimated a so-called short-run reaction function (equation 8) including an error correction
term (ECT), which turned out to be significant and had the expected negative coefficient:

Aip =BoAg, +ProAi*, +P 1A(A12P), + 512A(A12P*)t +PECT +&,

The estimation results are reported in Table 5.

Table 3a

Estimation of cointegrating equation (6):

g, =04 + By (r—r*),+1,

®

Variable Coefficient Standard error t-statistics
L O —-0.025 0.004 —6.85
By e -0.007 0.003 -2.80

Estimation by Ordinary Least Squares; monthly data from 80:01 to 95:12; usable observations: 192.

Degrees of freedom: 190; R2 = 0.39; Durbin-Watson statistic = 0.030.

Table 3b
Unit root tests of residuals (¢,,)

Variable Arcorrs p DF test Critical value*
statistics 1% sign. level
Y 4 -0.24 -3.73

* Engle and Yoo (1987), p. 158.
Number of variables in regression (N) = 2.
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Table 4a
Estimation of equation (7a):

I =0+ Bsq, + Bﬁi*t +B,412p, +BgAp,p*, +0;

Variable Coefficient Standard error t-statistics
[0 OO -2.18 0.251 -8.67

B oo 10.24 1.373 7.46

B cvrvrreermmermneeseneeiereienee 1.18 0.049 24.14

B oo 0.19 0.071 2.70
P —0.10 0.058 ~1.74

Estimation by Ordinary Least Squares; monthly data from 80:01 to 95:12; usable observations: 192.
Degrees of freedom: 187; R2 = 0.90; Durbin-Watson statistic = 0.67.

Table 4b
Unit root tests of residuals (¢¢)
Variable Arcorrs p DF test Critical value*
statistics 1% sign. level
Y 1 -5.44 -5.18

* Engle and Yoo (1987), p. 157.
Number of variables in regression (N) = 5.

Table 5
Estimation of equation (8):

Ai; =BoAg, +B1oAi*, +B11A(Ap), +B1oA(A p* ), +BRECT  +&,

Variable Coefficient Standard error t-statistics
By correerrrrirnsrisnnnnisnneens 10.21 5.364 1.90
B0 ceerererereneesnreierineaee 0.67 0.122 5.54
B e 0.18 0.114 1.56
Big e 1.09 0.197 5.55
Bigemerrerneeeeeninneseennne -0.28 0.053 -5.22

Estimation by Ordinary Least Squares; monthly data from 80:02 to 95:12; usable observations: 191.
Degrees of freedom: 186; R2 = 0.26; Durbin-Watson statistic = 1.99; Significance level of Ljung-Box Q-statistic = 0.314.
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3.3 Other determinants of the real exchange rate

In a recent study by Deutsche Bundesbank (1995) the differences in the evolution of
productivity between the trading partners were emphasised as potential influences on the real
exchange rate as well as long-term interest rates. As pointed out by Balassa (1964), when using
broadly defined price indices (including prices for tradables as well as non-tradables - as we used
them here) a productivity-bias may arise, inducing a systematic tendency towards revaluation for
countries with higher productivity increases in the sector producing tradables.

Following the arguments of the Bundesbank's study, we tested the hypothesis of a long-
run relationship between the real effective exchange rate, the productivity differential and the long-
term interest rate differential by OLS-estimation of the following equation (9):

;=0 +Y,(pd - pd*) +y;(Ir - Ir%) +¢, )

The results can only be regarded as tentative due to two major problems. First, there is a
data problem. We found it very difficult to find long and/or high frequency time series for
productivity and long-term interest rates. The problem was solved by using German data as a proxy
for foreign productivity and long-term interest rates, respectively. With Germany being Austria's main
trading partner, this can be regarded as an appropriate solution. The second problem concerns the
sample size. We used annual data on industrial productivity (pd and pd*) and real government bond
yields!3 (Ir and Ir*) from 1971 up to 1995. A sample size of 25 observations is too small for time
series analysis!4.

Table 6 reports the regression results of equation (9). Measured in log-levels the
productivity differential clearly seems to have some positive and significant influence on the log-
levels of the real effective exchange rate. The influence of the long-term real interest rate turned out to
be less significant, but positive. The R? (0.76) appears rather high, but this could also be a sign of
spurious conclusion. Although it does not make too much sense to test for cointegration within a
small sample, we added an ECT to generate a short-term adjustment equation:

Ag, =‘I’1A‘It—1+\I’2A(Pd—Pd*)t +y3 ECT +1, (10)

The results (Table 7) look encouraging to us and will, therefore, be a gravitation point of our further
research.

Table 6
Estimation of equation (9):

q, =0y +Y,(pd—pd*), +Y3(Ir—Ir*), + ¢,

Variable Coefficient Standard error t-statistics
O oo -0.13 0.012 -10.79
Vg eormreceeesesseeeee s 0.57 0.073 7.79
Y3 oo 0.01 . 0.007 1.33

Estimation by Ordinary Least Squares; annual data from 1971 to 1995, usable observations: 25.
Degrees of freedom: 22; R2 = 0.76; Durbin-Watson Statistic = 0.52.

13 They were deflated by CPI inflation rates.

14 Most critical values reported for unit root tests refer to samples with over 50 observations.
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Table 7
Estimation of equation (10):

Aq, +V1Aq, | +V,A(pd — pd*), +y3 ECT |+,

Variable Coefficient Standard error t-statistics
W oot 0.47 0.185 2.56

Wy i, 0.32 0.225 1.43
L2 —0.31 0.116 2.6

Estimation by Ordinary Least Squares; annual data from 1972 to 1995; usable observations: 24.
Degrees of freedom: 21; R2 = 0.22; Durbin-Watson statistic = 2.16; Ljung-Box Q(6-0) = 4.002;
significance level of Q = 0.68.

Conclusion

Starting from the concept of the so-called "hard currency strategy" of the Austrian
monetary authorities which includes the exploitation of deviations of exchange rates from an
equilibrium path (which could be defined by PPP) in order to reduce inflation, we tried to find out
whether in the long run, this policy might be eroded by an unexpectedly powerful working of PPP.
Our findings suggest that the Austrian real exchange rate follows a random walk, implying the
persistence of shocks to the exchange rate. This further implies that no mean-reversion is taking place,
and that longer-term deviations from an equilibrium path, as defined by PPP might well be possible
and sustainable. An exploitation of this fact for policy purposes, therefore seems justified. Tentative
results for other determinants of the real exchange rate like interest rate and productivity differentials
seem promising, but need further research
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Comments on paper by C. Gartner and H. Gliick by P.S. Andersen (BIS)

It is probably well known to most sitting around this table that, for many years, a
nominal exchange rate anchor has been a principal component of macroeconomic policies in Austria.
Many (myself included) probably also thought that the nominal anchor would generate a mean-
reverting real rate, in particular given widespread evidence that the exchange rate anchor has
influenced and been taken into account in wage negotiations. However, as demonstrated in the paper,
this not the case and the absence of a mean-reverting real rate is, apparently, not bothering policy
makers. By showing that PPP does not hold for Austria, the paper fills out an important gap in the
empirical literature on exchange rates. At the same time, the absence of long-run PPP raises the
question as to why it does not hold. The authors attempt to include productivity developments, but I
am not surprised that this does not give very promising results as the data on sectoral productivity
developments are poor and unreliable. I would rather urge Gartner and Gliick that to disaggregate the
exchange rate with respect to country groups as done in the paper by Dr. Jahnke. Identifying the
sources of failing PPP might give an important clue as to the direction of further research.

The authors also played with the idea of using real interest rate differentials as a
determinant, but quickly came to the conclusion that it would be more fruitful to specify this equation
in nominal terms and interpret it as a policy reaction function. I find their estimates of equation (8) in
Table 5 convincing and, except for some "fine tuning", there is probably not much more to be done on
this. However, it might be an idea to go one step further and estimate a yield curve and then return to
the problem of explaining movements in the real exchange by including bond yield differentials
among the determinants. In its current form the paper does not use the UIP condition, implying that
there is an important source of information which could prove useful.
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Long-term interest rates and exchange rates in the
Bundesbank macroeconometric model of the German economy

Wilfried Jahnke

Introduction

Long-term interest rates and exchange rates constitute two main channels in the
transmission process of monetary policy to financial markets and the real economy. The determination
of these rates, therefore, plays an important role in analysing the effects of monetary policy measures.
Recent turmoils in bond and foreign exchange markets have stressed again the influence which these
asset prices exert on the stability or instability of economic developments. Moreover, the Maastricht
treaty underlines the importance of stable exchange rates and relatively low long-term interest rates as
convergence criteria on the way to the European Monetary Union.

Estimated equations explaining long-term interest rates and exchange rates are integrated
into the Bundesbank's macroeconometric model of the German economy which has recently been
reduced to a size of about 140 equations!. This model is based on quarterly data from the first quarter
of 1975 to the fourth quarter of 1995, with figures after the third quarter of 1990 extended to total
Germany, i.e. including eastern Germany. Monetary policy is exogenous to the model, with no
reaction function or monetary policy rule relating official interest rates to target variables. The
following sections of the paper describe the determination of interest rates and exchange rates within
the model as well as the dynamic properties of the equations. An annex reproduces the estimated
equations and gives a list of the variables.

1. Determination of interest rates

In the model, the determination of interest rates in the long run is based on the so-called
Fisher equation which relates the nominal long-term interest rate » to real returns from the stock of
physical capital p, the expected inflation rate t® and a risk premium &:

r=p+n°+e

It is assumed that in the long run when all adjustments have occurred expected inflation
is fully reflected in nominal interest rates. Apart from the nominal long-term interest rate, which is
approximated in the model by the yield on government bonds with residual maturities of 9 to 10
years, none of the remaining variables in this equation can be observed. The long-run real return from
physical capital depends on time preferences of economic agents and on various marginal rates of
substitution and transformation. It moves only very slowly and can be approximated either by the
growth rate of potential output or a constant. In the model, the real return has been estimated as a
constant. Inflation expectations can be formed in a rational way by using all informations available in
the model or in an adaptive way by correcting expectation errors, i.e. deviations between the actual
and the expected inflation rate in the previous period. In fact the model uses the following adaptive
expectation formation process:

n°=mn’, +K(n_1 - nfl):kn_l +(1-2)m?,

1 A previous version of the model has been described in Deutsche Bundesbank, Macroeconometric model of the
German economy, Frankfurt am Main, April 1994.
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The best fit could be obtained by setting the coefficient A to 0.1, which results in a fairly
slow adjustment to previous inflation rates. The risk premium proved very difficult to estimate.
Relating it to the government debt to GDP ratio which has increased over the estimation period led to
implausible estimates of the real interest rate. Therefore, it was assumed in the model that the risk
premium was constant over the estimation period which does not seem an implausible assumption for
the past German development.The actual nominal long-term interest rate adjusts to the long-run rate
which equals the sum of a constant (real returns and the risk premium) and the (expected) inflation
rate. In this adjustment process, influences from monetary policy as well as from foreign capital
markets seem to be of some importance. Monetary policy impulses are transmitted to long-term
interest rates through changes in short-term interest rates (i). But these direct influences are of a
temporary nature only. In the long run, monetary policy effects long-term interest rates through its
impact on the growth of the money stock and, thereby, on the inflation rate. Apart from domestic
factors, foreign long-term interest rates exert some influence on German rates. But, probably due to
multicollinearity problems, it was not possible to estimate the size of these effects with plausible
results. Fears of a heavy burden on capital markets from German unification increased long-term rates
in the first half of 1990. This has been considered in the equation by including a dummy variable
DWU. Thus the adjustment process in the determination of long-term interest rates is described by the
following equation:

Ar=0c1 +0, DWU+2+(X3Ai+(X4Ar_1 +a5(TCi4 - r_4)

In the long-run when expected inflation equals actual inflation, the long-term interest rate
is determined by a constant and the inflation rate:

|
r=—+n
s
The value of the constant which approximates real returns from capital and risk premia
has been estimated at 3.28 %. As Chart 1 shows interest rates have been nearly stationary in the past
twenty years. Inflation rates, on the contrary, have followed a decreasing trend, so that "real interest
rates" have increased. As there are no reasons for an increase in real returns from physical capital, this
development can be interpreted either as a rise in risk premia or as a very slow adjustment of nominal
long-term interest rates to lower inflation rates.

Short-term interest rates on the money market are mainly determined by monetary policy.
The Bundesbank uses rediscount facilities which are charged at the discount rate, DIS, to provide
central bank money on a longer-term basis?. Marginal refinancing needs, on the other hand, are
satisfied by lombard loans which form the most expensive way of refinancing at the lombard rate,
LOMS. The repurchase rate, z, for regular open market transactions normally ranks between these two
rates, depending nonlinearly on the liquidity situation which has been approximated in the model by
the ratio of excess reserves of banks, ZBGD, to the total stock of central bank money supply, ZEBA:

z=DIS+GMST *(LOMS — DIS)

( GMST ] GMST_, 3. ZBGD_;
1.25—~ GMST 1.25—- GMST, & ZEBA_,

The various monetary policy insttuments have been described in detail in Deutsche Bundesbank, The monetary policy
of the Bundesbank, Frankfurt am Main, October 1995. See also Hermann, H. and W. Jahnke, "The interest rate policy
transmission process in Germany", in Bank for International Settlements, National Differences in Interest Rate
Transmission, Basle, March 1994 and Jahnke, W. and H.-E., Reimers, "The transmission of monetary policy in the
economic model of the Deutsche Bundesbank for the German economy”, in Bank for International Settlements,
Financial Structures and the Monetary Policy Transmission Mechanism, Basle, March 1995,
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Chart 1
Interest rates and inflation in Germany from 1975 to 1995
In % p.a. or in percentage changes

Lombard rate and discount rate Average liqulidity ratio
15 15
12 .
9 -
6 —
3 . 5 I B
o 1 1 5 _1 o 1 1 |
1975 1981 1987 1993 1975 1981 1987 1993
Repo rate and short-term interest rate Long-term interest rate
18 15
12 - 12 =
9 - 9 .
6 - 8 - -
3 — 3 b -
o J ] i 0 1 1 J
1975 1981 1987 1993 1975 1981 1987 1993
Actual and expected Inflation rate "Real Interest rate”
8 8
L Actual
6 - 6 I -
4 ] 4 1
2 . 2 -
0 . 0 r -
.2 i 1 1 .2 d 1 1
1975 1981 1987 1993 1975 1981 1987 1993

Deutsche Bundesbank

-83-



10.5

8.5

7.5

6.5

45

-1.3

Chart 2
Interest rate equation: yield on government bonds
With residual maturities of 9 to 10 years, % p.a.
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Money market rates for three month funds mainly depend on the repurchase rate.
Additionally their development is influenced by short-term rates in the Euro-dollar market (i*) and by
the inflation rate. Interest rates on the money market are thus described in the model by the following
equation:

Ai=(szz+OL3Ai*+0c4 TC+(X.5(Z_1 - i—l)

Changes in official rates as well as changes in liquidity policy are transmitted, in the first
stage, to short-term money market rates and, in a second stage, to long-term interest rates. (Chart 2).

2. Determination of exchange rates

The effective exchange rate of the D-Mark against foreign currencies is described in the
model by a weighted index, the so-called external value of the D-Mark against the currencies of 18
industrial countries. This index has been disaggregated into the external value against the US-dollar
(Chart 3), the external value against the currencies of the countries participating in the exchange rate
mechanism of the European Monetary System (ERM), and the external value against the currencies of
the remaining countries, the respective weights being the trade shares® (equation 7 in the annex). The
external value of the D-Mark is the equivalent of the inverse of the domestic price of foreign
currencies. An increase (decrease) of this value represents an appreciation (depreciation) of the
D-Mark.

The determination of exchange rates in the model is based on interest rate parities as well
as on purchasing power parities*. Comparing investments in assets denominated in domestic or in
foreign currencies the following applies:

i—(i*+[3)=ee —e

After all arbitrage transactions have occurred the difference between domestic and foreign
interest rates plus a risk premium [, resulting e.g. from imperfect capital mobility or risk-averse
investors equals the expected change in the exchange rate (where e is the natural logarithm of the
exchange rate and the superscript "e" denotes the expected value). In the long run exchange rate
expectations in the model converge to the relation between foreign and domestic prices, i.e. to
purchasing power parity (where p* and p are the natural logarithms of foreign and domestic price
deflators for final demand respectively):

e =q, +0‘2(P* "P)

By inserting and rearranging the following estimated exchange rate equation has been

derived, where the coefficient oy takes into account that the interest rate differential has been
approximated by short-term interest rates whereas the expectations apply to the long run:

e=0t+ 0, (p*—p)+o(ix—i) +B+u

3 See Deutsche Bundesbank, "Revision of the method of calculating the external value of the Deutsche Mark and
foreign currencies", Monthly Report, April 1989.

4 The long run validity of purchasing power with respect to single currencies as well as the interaction of purchasing
power and interest rate parity has been analysed in Deutsche Bundesbank, "Trends and determining factors of the
external value of the Deutsche Mark", Monthly Report, November 1993. See also MacDonald, R., "Long-Run
Exchange Rate Modelling - A Survey of the Recent Evidence", IMF Staff Papers, 42, 1995.
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Chart 3
Exchange rate equation: external value of the D-mark against the US-dollar
Logarithmic change against the previous year, in %
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The coefficient ¢; deviates from zero mainly because the foreign price deflators and the
external values of the D-Mark are based on end-1972 = 100 whereas domestic prices are based on the
year 1991 = 100. Furthermore the existence of transportation costs and tariffs may have some

importance. The coefficient @, equals 1 for the ERM currencies, but is below 1 for the US-dollar and
the other currencies which means that price differentials are not fully compensated in exchange rate
changes, at least not over the medium term. Real exchange rates will change accordingly. This could,
in part, be explained by the fact that the price deflators for domestic and foreign total demand contain
different and non-neglectable amounts of nontraded goods. Moreover, when adjustment processes are
slow, the sample available over the recent floating period seems to be relatively short.

The interest sensitivity of the US-dollar is found to be much higher than the reaction of
the other currencies to changes in interest rate differentials. Attempts to estimate the risk premia 3 by
introducing the net foreign assets to GDP ratio into the equation failed. Therefore it was assumed that
B is constant.’ The short-run adjustment of exchange rates to the longer-term relations has been
estimated by an error correction process, depending on changes in price and interest rate differentials:

Ae=ou A p* —p)+0L2A(pf1 - p_1)+oc3A(i*~i)+oc4Ae_1

4
+ 0(,5 Ae_2 + 0(.6 z u__i

i=1

3. Effects of shocks in official rates and in inflation on interest rates and exchange
rates

The various interest rate and exchange rate equations described in the previous sections
build, together with expectation formation, a small bloc of the complete macroeconometric model of
the Deutsche Bundesbank for the German economy. The main exogenous variables to this small bloc
model, consisting of 15 equations, are the domestic official interest rates, i.e. the lombard rate and the
discount rate, the Euro-dollar rate for three-month funds as well as domestic and foreign price
deflators for final demand. To demonstrate the dynamic properties of the estimated equations two
different shocks have been simulated with this bloc model. The first one consists of an increase in
official interest rates by 100 basis points for two years (1988 and 1989 as an example) and a return to
base line values, i.e. to actual values, thereafter. The second simulation describes the effects of a
temporary two-year increase in the domestic inflation rate by 1 percentage point, all other exogenous
variables® being unchanged, as in the first simulation.

A dynamic base line simulation of the estimated equations building the small bloc model
over the whole estimation period from 1975 t0.1995 shows, no doubt, that there are periods of large
deviations from the actual values, especially in the exchange rate of the Deutsche Mark (DM) against
the US dollar (Chart 4). These deviations are not systematic, however, and in the long run, the
variables tend to return to their observed values.

5 Similar results with respect to the external assets ratio have been described in Deutsche Bundesbank, "Overall
determinants of the trends in the real external value of the Deutsche Mark", Monthly Report, August 1995.

6 In the complete model the price deflator for final demand is an endogenous variable.
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Chart 4
Dynamic simulation of the interest rate and exchange rate equations
in the econometric model of the German economy
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The increase in official interest rates, followed by a decrease to base line levels, is
transmitted almost completely and contemporaneously to short-term money market rates (Chart 5).
The yield on government bonds, on the contrary, reacts only in a restricted manner. Its increase
amounts merely to 30 basis points at the most. When short-term rates have returned to their base line
levels long-term rates fall by 17 basis points below their base line. But in the long run the long-term
interest rates, like the short-term rates, return to their base line levels. In reaction to the increase in
interest rates the DM appreciates by 0.8 % at the peak (2.2 % against the US dollar, 0.7 % against the
ERM currencies and 0.5 % against the other currencies). When the short-term interest rates have
returned to their base lines in the third year after the shock the DM depreciates afterwards by the same
amount. The level of the exchange rate, therefore, returns to its base line.

A temporary increase in the inflation rate by 1 percentage point for two years raises the
price level by 1 % in the first year after the shock and permanently by 2 % from the second year on
(Chart 6). Expected inflation follows the change in actual inflation with considerable delay. After two
years inflation expectations are 0.6 % higher than in the base line. But as the actual inflation rate then
returns to its base line, inflation expectations likewise return to the base line in the long run. The
higher inflation expectations raise the long-term interest rate by 30 basis points at the most. In the
long run government bond yields will return to their base line levels too. Only a permanent change in
the inflation rate will be transmitted completely to the level of long-term interest rates. The assumed
increase in domestic inflation and the induced changes in interest rates with unchanged foreign prices
and foreign interest rates depreciate the DM by 242% at the most. As the inflation rate and interest
rates after two years return to their base line levels the depreciation rate returns to zero. After all
adjustments have taken place the DM has depreciated by 1.6 %. Since the domestic price level has
increased by 2 % and the foreign price level has been assumed unchanged, the real exchange rate
(which depreciates temporarily because the domestic price level increases more slowly than the
nominal exchange rate depreciates) will be changed slightly in the long run (incomplete purchasing

power parity).

In the complete model of the German economy, domestic prices are endogenous. But as
the model does not contain a monetary policy reaction function, official interest rates are still
exogenous. In addition to the two simulation experiments with the small bloc model, a temporary
increase in official interest rates by 100 basis points (in the years 1988 and 1989) has been simulated
with the full model. The reaction of long-term interest rates and exchange rates corresponds
completely to the reaction in the small bloc model. As Chart 7 shows, a temporary change in
monetary policy only results in temporary changes in real variables. In the long run the real long-term
interest rate, the real effective exchange rate, the real stock of money, real GDP and real wages return
to their base line levels. This is true also, regarding prices, wages and other nominal variables,
although wages lag more than other variables due to the prevailing rigidities in the labour market.
After the economy has been exogenously shocked by the temporary change in interest rates the system
returns to the base line with damped oscillations. In a model with adaptive expectation formation it
seems necessary to change official interest rates permanently to obtain a permanent success in
reducing the stock of money and the level of prices.
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Chart §
Effects of an increase in Bundesbank interest rates by
100 basis points for two years on market interest and exchange rates
Deviation from base line in % or in percentage points
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Chart 6

Effects of an increase in the inflation rate by 1 percentage point
for two years on market interest and exchange rates
Deviation from base line in % or in percentage points
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Chart 7
Effects of an increase in Bundesbank interest rates by
100 basis points for two years in the complete model
Deviation from base line in % or in percentage points
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Conclusions

Interest rates and exchange rates are determined in the Bundesbank macroeconometric
model of the German economy according to traditional lines using the Fisher equation in explaining
the development of long-term interest rates as well as purchasing power parity and uncovered interest
rate parity in explaining exchange rates. Moreover, expectation formation is based on adaptive
adjustment processes. The empirical relevance of rational expectations seems to be - at least -
questionable.” Neither in the case of interest rates nor in the case of exchange rates could a firm
empirical basis be found in Germany for an integration of intertemporal, i.e. time-consistent stock-
flow constraints and their effects on risk premia, into the determination of these asset prices.

7 Even in the new quarterly project model of the Bank of Canada which uses a mixture of adaptive and model-consistent
expectations, "considerable weight is in fact put on the backward-looking portion in order to capture the slow
adjustment of expectations apparent in economic data”. (p. 29). See Poloz, S., D. Rose and R. Tetlow, (1994).
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Annex

1.1

1.2

1.3

1.4

Interest and exchange rate equations in the Bundesbank macroeconometric model
of the German economy

Repurchase rate

a) RPEN=DIS+GMST *(LOMS - DIS)

=1+0.25

GMST 0.24  0.56 GMST_, 9.51 & ZBGD
b) In - ~(1.68)2 ZE34
0 -1

- | = + In| —————
1.25—omsT ) (1.39)7(5.49) ™| 1.25-GMsT,

R%2=0.45 DW=1.99 SEE =1.16

Three-month money market interest rate

0.92 0.15 0.03

A RGD = (14 og) AIRPEN +(4 64 MiRGDE +(1 g3 * 100A,In( PEV')
0.31
*(2.88) (RPEN_,—RGD_,)
R?=0.80 DW=2.05 SEE =0.35
Yield on ten-year government bonds
0.45 0.87 0.14 0.62

A,RFUO =(2.81)+(3.22) A4DWU+2+(4.23) A4RGD +( A4RFUO_;

8.96)

0.14

3.51) (100xPEVD_, — RFUO_,)

+
(
R%=0.81 DW =0.91 SEE =0.49

External value of the DM against ERM-currencies

a) In(AUWS ) =3.93+1.011n(PEVE
PEV

)— 0.66(RGDE — RGD)*0.01
—0.0201-0.0302-0.0303+ ECAUWS

b) A4ln(4UWS) =(0'67 A4ln(P EVE ) 0.58 [PEVE—I]

—_— - Ayl
2.67) pEV ) (2.28)4 " TPEY,
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0.24 &

0.96
43 4)21’ECAUWS_1*0.25

9.60

0.14

+ )A4ln(AUWS,1)—(1'40)A4IH(AUWS-2)_(

R?=0.88 DW =175 SEE =129

1.5 External value of the DM against the US dollar

a) ln(AUUS):4.27+O.861n(PEVU
PEV

J —1.88(RGDE — RGD)*0.01+ ECAUUS

3.00

b) An(4UUS) = (3’5 As 1{%) - é‘ zé) A, m( Pllj";’llli.l ]
—((1)"23;3) A,(RGDE — RGD)x0.01 +(;:g(1)) A n(4UUS_,) - ((1)";2) A,In(AUUS _,)
0.09 &
—(1.93)21‘ECA UUS_,%0.25
R?=0.81 DW=1.91 SEE =5.67

1.6 External value of the DM against other currencies

a) 1n(AUS0)=4.3O+O.661n(P EVS
PEV

)—0.71(RGDE — RGD)*0.01+ ECAUSO

244 PEVS\ 2.77 PEVS_,
b) A4ln(AUSO)—(6‘38)A41n(FV)— (6.11)A41n( PEV. J

0.03
~(0.19)

1.00
11.66)

0.26

A,(RGDE —RGD)*0.01+( 2.89)

A,In(4USO_,) ~(

0.17 &
(. 61)2ECAUS0_1*0.25
i=1

R?=0.84 DW=1.74 SEE =2.46

1.7 External value of the DM against 18 currencies

AUDM = AUWS 0.39794 AUUS 0.14151, AUSO 0.46055

1.8 Exchange rate of the DM against the US dollar

3.203
AUUS

ER=100.633*
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1.9 Price expectations

1.10

1.11

PEVD=0.9PEVD_,+0.1A,In(PEV.,)

Price deflator of final demand in 18 industrial countries

PEVF=PEVE0.39794*PEVU0.14151*PEVS0.46055

Real external value of the DM against 18 currencies

AUDR = AUDM *

PEV
PEVF

List of variables

AUDM

AUDR

AUSO

AUUS

AUWS

DIS

DwuU

ER

GMST

External value of the Deutsche Mark against the currencies of 18
industrial countries, end-1972 = 100, Deutsche Bundesbank, Monthly
Report, Table X.9, Series WUS5879.

Real external value of the Deutsche Mark, end-1972 = 100.
PEV
PEVF

External value of the Deutsche Mark against the currencies of other
countries, end-1972 = 100.

Defined: AUDR = AUDM *

0.14151 0.39794

Defined: AUSO = AUDM TS AUUS 046055 AUWS 046055

External value of the Deutsche Mark against the US dollar, end-1972 =
100, Deutsche Bundesbank, Monthly Report, Table X.9, Series WUS5409.

External value of the Deutsche Mark against currencies of countries
participating in the exchange rate mechanism of the European Monetary
System, end-1972 = 100, Deutsche Bundesbank, Monthly Report, Table
X.9, Series WU5690.

Discount rate of the Deutsche Bundesbank, per cent p.a., Deutsche
Bundesbank, Monthly Report, Table VI.1, Series SU0110.

Dummy variable for German unification, from third quarter of 1990 = 1,
before = 0.

Exchange rate of the Deutsche Mark against the US dollar.

3.203
AUUS

Defined: ER =100.633*

Variable fixing the repurchase rate within the discount/lombard rate
band.

Defined: GMST = (RPEN - DIS) / (LOMS - DIS).
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LOMS

PEY

PEVD

PEVE

PEVF

PEVS

PEVU

Q1, 02,03
RFUO

RGD

RGDE

RPEN

ZBGD

ZEBA

Lombard rate resp. special lombard rate of the Deutsche Bundesbank, per
cent p. a., Deutsche Bundesbank, Monthly Report, Table VI.1., Series
SUO111.

Price deflator of final demand, 1991 = 100.
Price expectations.

Defined: PEVD =0,9* PEVD_,+0,1*A,In(PEV_))

Price deflator of final demand in ERM countries, end-1972 = 100, Series
YQD723.

Price deflator of final demand in 18 industrial countries, end-1972 = 100,
Series YQD720.

Price deflator of final demand in other countries, end-1972 = 100.

1
PEVF 0.45055
Defined: PEVS = 0.3979 014151

PEVE 54505  pEy [ 0405

Price deflator of final demand in the United States, end-1972 = 100,
Series KA7115.

Seasonal dummy variables for the first, second and third quarter.

Yield on government bonds with residual maturities of 9 to 10 years, per
cent p.a., Deutsche Bundesbank, Monthly Report, Table VILS, Series
WU8612.

Money market interest rate for three-month funds in Frankfurt am Main,
per cent p.a., Deutsche Bundesbank, Monthly Report, Table V1.4, Series
SU0107.

Money market interest rate at the Euro-dollar market for three-month
funds, per cent p.a., Deutsche Bundebank, Monthly Report, Table V1.7,
Series IV1212.

Interest rate for Bundesbank's open market transactions in securities
under repurchase agreements (repurchase rate), per cent p.a., Deutsche
Bundesbank, Monthly Report, Table V1.3, Series VQ7225.

Excess reserves of banks, DM bn, Deutsche Bundesbank, Monthly
Report, Table I1.3 and Table V.2, Series AU0715 (unused refinancing
facilities) less Series AUO800 (lombard loans) plus Series AU0710
(excess reserves).

Supply of central bank money, DM bn, Deutsche Bundesbank, Monthly
Report, Table 11.3 and Table IV.1, Series AU0024 (central bank money)
plus Series OUO0313 (cash in hand of credit institutions) plus ZBGD.
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Comments on paper by Dr. Jahnke by P.S. Andersen (BIS)

This is a concise and well written paper which does not leave much for a discussant to
add. The presentation of the econometric work is clear and all financial sector equations are supported
and illustrated by simulations. Yet, I do have a few comments on each of the three equations
presented in the paper.

Long-term bond rate: The structure of the long-term interest rate equation is remarkably
simple and transparent, since only the Fisher effect is present. The short-run ECM version is also very
simple but I wonder if it might no be too simple:

(1) in Chart 1 the level of the nominal bond rate looks very much like a stationary
process, whereas actual and expected rates of inflation are I(1); thus the ECM
equation might be misspecified;

(i) the very low DW statistic might also point to a specification or missing variable
problem. Although I have no reason to doubt that Dr. Jahnke carefully tested the
influence of foreign bond rates, it is, indeed, surprising that the general trend
towards internationally converging bond rates is not confirmed in the German
equation;

(iii) when faced with a trend rise in the real bond rate, one always wonders whether this
reflects slowly adjusting expectations of inflation or a gradually rising risk
premium. Considering the overall economic development of the German economy
I share Dr. Jahnke's view that the trend rise is due to highly adaptive expectations.
Yet, it might be interesting to see how the equation performs if expectations were
taken from surveys or modelled by a Markov switching process as explained in the
paper by A. Tarditi.

Short-term interest rate: 1 found the three-stage explanation of the three-month interest
rate very interesting and instructive. However, I "missed" a fourth stage where reactions by the
Bundesbank to deviations between actual developments and the target of monetary policy are
explained and "fed" into the model.

Exchange rate: 1 really liked this part of the paper as the three-part equation captures key
theoretical arguments (PPP and UIP) while, at the same time, the country disaggregation provides a
convincing identification of the sources of the real appreciation of the DM. The variation in parameter
size across country groups is also very interesting, and it could well be that the high sensitivity of the
DM/US dollar exchange rate to changes in the interest rate differential against US rates provides the
"missing link" in the bond rate equation. By contrast, the rather low interest rate sensitivity of the
effective value of the DM against other ERM currencies is not "good news" to Germany's main
trading partners.
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On the determination of long-term interest rates and exchange rates

Michel Dombrecht and Raf Wouters

Introduction

Empirical investigations of the behaviour of interest rates are mostly based on a loanable
funds theory. Well known examples of this approach are Evans (1987), Hoelscher (1986), Barro and
Sala-i-Martin (1991). In these models the real interest rate is determined by the equilibrium between
investment demand and desired saving in the economy. Following this approach, expected economic
growth or profitability, inflation surprises, public deficits and public consumption are considered to be
the main variables explaining the behaviour of interest rates. Especially the impact of public deficits
was, however, the subject of contradictory results. Public deficits, by reducing the available funds,
were expected to raise real interest rates, except in those cases where private agents would increase
their private wealth accumulation to offset future tax liabilities. This last argument illustrates that the
loanable funds approach by lacking rigorous microeconomic and intertemporal underpinnings, is not
the best possible theoretical model to analyse the behaviour of interest rates.

Another shortcoming of the loanable funds approach, which was partly responsible for
the contradictory results, was the absence of a distinction between the determination of the short and
long-term interest rates. Most authors who did not find a significant impact of government deficits on
interest rates, were actually concentrating on short-term interest rates, while others who found strong
influences of deficits were explaining long-term interest rates, including the short-term rate as an
explanatory variable in the equation (Hoelscher, 1986, Correira-Nunes and Stemitsiotis, 1995). The
empirical investigation should therefore start from a model that incorporates an explanation of the
term structure, and distinguishes the determinants of short and long-term rates. Following this
reasoning it is important to introduce uncertainty in the model to avoid the simplistic expectations
theory and to allow for time varying risk premia in the determination of returns on risk-bearing assets.

The loanable funds approach also led to overemphasising the role of public deficits, and
to ignoring the role of the current account balance in the determination of interest rates. This
asymmetric treatment of two macroeconomic imbalances is also reflected in the public discussion.
Following the loanable funds approach one should expect a surplus on the current account, if
determined exogenously by the competitiveness of the economy, to increase the interest rate as the
domestic economy is lending to the rest of the world. But the empirical results, which incorporate
current account balances, show a negative effect on the real interest rate (OECD 1995). This result
was interpreted as reflecting expectations of exchange rate appreciation allowing lower interest rates.
Such an argument, however, is more appropriate in a portfolio diversification approach, than in a
loanable funds context.

In this paper, we adopt an alternative framework for analysing the determinants of long-
term interest rates and exchange rates. The theoretical model is based on optimal intertemporal
behaviour of the consumption-saving-portfolio allocation in small open economies and then applied to
the explanation of bond yield differentials in a number of European countries the German bond vis-a-
vis yield giving special emphasis to the treatment of expectations and uncertainty. The
complementary analysis of exchange rate determination is applied to the DEM/BEF exchange rate.
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1. Theoretical framework

The representative consumer maximises the expected value of a discounted expected
logarithmic utility function which depends on consumption:

MaxE 3 p"U(Cpi) M
k=0

subject to a budget constraint (here written as in Lee, 1995):

t+l t+1 t+t
bk B+ 2ft+k Spek P =

i=k+1 i=k+1
()
+k t+k - t+i
Biliia+s B+ b Bl 1+ th+k Sk B+ Y —Cran
i=k+1 i=k+1

where E(-)is the mathematical expectation conditioned on information available at time ¢,
t

p = the subjective discount factor, U is the utility function, C is consumption, b,”i = time ¢ price of a
domestic discount bond which pays one unit of domestic currency at time ¢+, B,”i = the number of |

period domestic discount bonds held by the household at time ¢, ftm = time ¢ price of a foreign
discount bond which pays one unit of foreign currency at time ¢+i, s = the price of one unit of foreign

currency in domestic currency, F,'” = the number of i/ period foreign discount bonds held by the
household at time ¢, and Y = income.

The dynamic Lagrangean to be maximised is':

pit +i
oo U(C’t+k)+7L (Yl+k Ct+k+Btt+k 1+St+k E+k 1t 2 t+llc 1 t+llc—l
L,=Maxl;52p i=k+1 (3)
k=0 -+ Fi t+ 1+ t+‘
+ th+lg St+k +I; 1~ Z btk t+k th+kl Sk Far)
i=k+1 i=k+1 i=k+1

In period ¢, the first order conditions w. r. t. the five decision variables are:

8 7

aét E[U )-2,]=0 4)
8

SBZZH :1;:[_}%13’”1 +P7Lz+1]=0 %)
t

8 t+2 t+2

B,+2—E[ “Abi ™ +phy b ]| =0 ©)

1 The transversality conditions accompanying this maximisation problem are not discussed here. For an infinite horizon
model and no uncertainty, these conditions would imply that the present value of future public and current account
surpluses would equate current deficits. However under the assumption of imperfect substitution between different
assets (and liabilities), supply and wealth effects will still influence the consumption and allocation decision.
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1.1  The holding return on domestic bonds

Because period t-values are known with certainty in period ¢, it follows from equation (6)
and

}\’ bt+2
E t+1% +1 =1
p ‘ |: ;\«zb;t+2 } (9)

t+2
Assuming that [%iil) and (b’;l] are jointly lognormally distributed, then (9) can be solved as:

+2
' b;

t+2 t+2
Inp+E|In Mat +lvar In May +E|In 9’7% +~1—var In b’tilz
t }\., 2 ;\’t t bt 2 bt (10)
+cov| In| =22 | |- In| - |=0
)\'t btt+2
Using similar assumptions, (5) can be written as:
A 1 A 1 1 1
lnp+1:5|:ln(}i—jlﬂ+5var[ln(i—jlﬂ+€|:ln[ 5 H+5var{ln{—l—)t;ﬁﬂ
A 1
+cov| In —Lﬂﬂ-ln[ ]zO
|: (xt btt+1

Eq. (4) implies:

(1n

}"t = U,(Ct)
and hence:
A’H—l :U,(Ctﬂ)

In case of a logarithmic utility function, the marginal rate of substitution equals the negative of the

growth rate of consumption, so that:

x't+1 _ U’(Ct+1) —
ln[ A, }—ln\i U’(C,) }—— gc (12)
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For a discount bond, the expected one period holding return () should correspond to its
expected price change over the corresponding period:

t+1 btt:trl2
B(#)=E In ot (13)

where the price of such a bond depends on the one period rate of interest ():

Inpt=—i* (14)
From (10) and (11) and making use of (12), (13) and (14):
E(H,Hl):i,'”—%var(H,t+1)+%Var(i,m)+cov(gC,H,’+1—i,’+1) (15)
t

For a logarithmic utility function, the growth rate of consumption equals the growth of

wealth ( gw). However, wealth itself grows with the one period total return on the wealth portfolio (7)
and the savings ratio:

Y-C
=5

Total portfolio return can be expressed as the weighted sum of holding returns on
riskbearing assets (having maturity longer than one period) and the one period interest rate (the
remuneration on the one period asset, assumed to be the riskless asset in the absence of price risk):

Z;t+1 =§;(Htt+1 _ Iitt+1) _H-tt+1

where: §’=vector of shares of riskbearing assets in the total portfolio and

H!*' —1i!*' =vector of one period risk premia on riskbearing assets (I being the identity
nature).

Therefore:
e ) . Y-C
gw =5 (H,’“ —I-z,’+1)+z,t+1+(7) (16)
t

By substituting (16) into (15), neglecting the risk premia in terms of variances and
considering the savings rate and the one period interest rate to be non-stochastic, the following
expression for the expected holding period return on the two period domestic discount bond is
obtained:

E(a)=i +cov[§'(ﬁ,’+1 —1t) (e —i,’“)]
t
which can be written as:
E(B*)=it 4775, a7
t

where: V'’ =variance-covariance nature of expected risk premia.
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Equation (17), shows that the expected holding period rate of return on domestic bonds
equals the sum of the one period rate of interest with unitary coefficient and a risk premium that
depends on the shares of domestic and foreign bonds in the total portfolio, premultiplied with the
variance-covariance nature of expected returns on these assets.

This interpretation of the intertemporal CAPM stresses the importance of the supply and
wealth effects in the risk premia. A more general model would include additional risk components,
such as the variance of inflation and the covariance of the latter with expected returns. If then the rate
of inflation is correlated with its volatility, this would suggest a positive relation between the past
realised inflation rates and expected real returns on bonds.

1.2 The exchange rate

From eq. (7) follows:
Mot Sea
p E(L =1
t }\’t s, .f;t+1
Assuming lognormal distributions, this equation can be rewritten as:
lnP+E[ln2"—+1)+lvar(lnmj+ E lnkgt—il]*‘lvar[ln—stil J
t 7», 2 7\’t t S f; 2 S f;
(18)
J: 0

From (18) and (11) and neglecting risk premia in terms of variances, the following
exchange rate equation is obtained:

t+1

A s,
+cov(1n’—+l- In—tl
t St Jt

Ins, = En(s, )+ =™ = W5, (19)

where i* denotes the foreign short term interest rate, and

W’ is the variance-covariance nature of expected returns.
Equation (19) implies that the exchange rate depends on the expected future exchange
rate, the short-term interest rate differential and a risk premium that depends on the shares of domestic

and foreign bonds in the total portfolio, premultiplied with the covariance-variance vector of expected
returns on these assets.

2 Empirical application

2.1 Bond yields

2.1.1 From holding period returns to bond yields

The theoretical derivation in Section 1.1 resulted in an expression for the expected
holding period return on domestic bonds. In the empirical application, we want to explain the bond
yield. Therefore the link between holding return and yield has to be clarified. Furthermore, for
estimation purposes, we necessarily have to focus exclusively on a discrete time approach.
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The return, R, on a perpetuity paying a coupon of one unit of domestic currency, depends
inversely on its price, P:

R =

20—

In discrete time the expected holding return on such a bond can be approximated as:

f:(HtM):Rt _g_(li%r)_j (20)

where R is interpreted as an average return (see e.g. Mankiw, 1986, and Mankiw and
Summers, 1984). Substituting (20) into (17), assuming rational expectations and applying recursive

forward solution:
R=0-7) X4 i +(75), | @)
k=0 t t+k

where Y= ﬁ

Equation (21) can be rewritten as:

M

R=(1-7) X% Bl ) +(1-7) T4 EG=iv), + (1=7) T 5[(775), ]

k=0 k=0 k=0

il

where i* is the German short-term interest rate.

Taking the same expression as (21) for German interest rates, but assuming absence of a
risk premium in the German long-term bond yield, results in the following domestic bond yield
equation:

R=R +(1~y) S04 E(i-i¢),, +(1-7) S E[(77%), ] 22)
k=0 k=0

where R* is the German long term bond yield.
In the presence of transaction costs, the bond yield will not instantaneously react to its

new equilibrium level (Re). Therefore we assume a partial adjustment mechanism:

R=(1-€)R +eR,_,
such that eq. (22) can be rewritten as:
R =(1—e){R,’ +(1-9) Tt BG-),,, +(1-7) 2o B[ 5’),+k]}+sR,_1 @3)
k=0 k=0
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Eq. (23) can easily be reparameterised as a forward looking error correction model:

AR,:—(I—e)(R—R*—i+i*—I7’§)t

+(1—-e){

- - (24)
Yot EAG-i),, + 3o JtEA[(V' 5’)t+k]+ AR,}
k=0

k=0

Equations (4) and (5) clearly show that the short-term nominal interest rate differential
must be related to differential growth rates in nominal consumption expenditures, or to inflation and
real growth differentials taken separately. We will split expected future nominal interest rate
differentials into expected future real interest rate differentials (which should be related to growth
prospects) and expected future inflation differentials.

Furthermore, in the presence of transaction costs, portfolio reallocations will occur at the
margin through the allocation of new savings. Therefore, the risk premia can be restated as a function
of the public deficit (instead of the public debt) and in terms of the current balance of payments
(instead of net foreign assets). Another reason for substituting the deficit and current account
variables for the stock variables, is the forward looking character of the flow concepts. The future
development of the debt ratio or the net foreign asset position is crucially dependent on the actual and
expected future deficit and current account balances. It is precisely this information on the future
evolution of the asset composition that is relevant for the financial markets (see also Blanchard and
Fisher, 1989).

Under these conditions, eq. (24) can be rewritten as:

[R-Re-alr—r#)-b(1-1¥)-cB-d 4]

AR =-(1-e)y & , ~ AR (25)
—g)y J?A[a(r —r#)+b(I - I*)+cB+d 4]
where: ¥ = real short term interest rate

I = inflation rate
B = government budget deficit (revenues - outlays) as a percentage of GDP

A = current account balance (revenues - outlays) as a percentage of GDP

Equation (25) explains the domestic nominal government bond yield in terms of:
- the German long term interest rate;
- actual and expected future inflation differentials;

- actual and expected future real short-term interest rate differentials (or growth
differentials);

- actual and expected future course of domestic government budget deficit;
- actual and expected future course of the domestic current account balance;

- variances and covariances of expected returns, which are mainly related to
uncertainty.
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2.1.2 Estimation results

Table 1 contains the results of unit root tests for the variables that enter into the long-term
part of equation (25). Dickey-Fuller and augmented Dickey-Fuller tests show that the null hypothesis

that the series contain a unit root cannot be rejected, whereas the null that their first differences

contain a unit root is rejected, except for the Dutch-German short-term interest and inflation

differentials. Also all growth differentials seem to be stationary.

Table 1

Dickey—Fuller (DF) and Augmented Dickey Fuller (ADF) tests for unit roots
Sample 1980 I 1995 II

Variable Levels First differences
DF ADF DF ADF
Long—term interest difference
ITL-DEM .....iiiiiiiiiiiiiieiniieeeerieieeereesseeeeeeessseeneeenes -1.36 -1.45 -7.20 * —4.15*
DKK-DEM......cc.ceooviiirieiieieecieereeereee vt esrre e -1.18 -1.35 —6.53 * -S5.10 *
FRE-DEM.......cocooviviiiiectieieieirieee vt eree s -1.02 —0.86 -7.00 * 442 *
BEF-DEM.....cooittiiieeeiiieieetiieneeseteteeeeeeeseennnanas -1.02 -0.68 -9.13 * -522%
NLG-DEM ......oooiiiiiiciececee et eeree v snas -2.17 -1.32 -9.89 * -~6.44 *
Short—term interest difference
ITL-DEM ....cooviioiiiiiiieeereieree e esseesian e enee s -2.03 —-1.58 ~11.61* —6.82 *
DKK-DEM......ccceooviriirereeereeereenrrrcveeesenesnaeeereeennes -2.74 -2.46 ~10.71 * —4.94 *
FRE-DEM......oooviireiieieeieireecriseeeeieeeeenveeerseesnneens -2.61 -1.54 -12.46 * -5.30*
BEF-DEM.......cccvviiiirieiiieirieieesee e eerrervveeeiveens -1.89 -1.22 -10.22 * -6.34 *
NLG-DEM ... e saeeear s ~3.59 * -2.66 -9.88 * -7.07 *
Inflation difference
ITL-DEM.....ccovvimiiiireeeeerrecereireessire s esieseree s -0.99 -1.22 ~8.26 * -3.31 %
DKEK-DEM .....coovviiimriiiereeeiveeriniseistieessressreessnneenns -1.33 -1.58 -9.67 * —4.30*
FRE-DEM....covtiiiiiiiirreeiirieciiriccveseeenneeesesreaessinns -1.21 -0.92 ~7.47 * —4.92 *
BEF-DEM......oooeiiieiinieeeie et ereeaeite e -1.31 -1.41 -8.28 * -3.55*
NLGDEM ..ottt ceraeeneeeneas -3.81%* -2.61 -9.76 * -4.44 *
GDP growth difference
ITL-DEM ..ot cereecrreeneeentes e esne v s —8.41 * -3.61 *
DKKDEM.....coitririiiiieeeecrreeeseniee it sreesreeeves s -7.33 % -3.72 %
FRE-DEM......ocoviiiciiiicrrerecereeciie e esiveeeesseesesssnane e -8.73 * —4.03 *
BEF-DEM.......cooiviniricieeniieireeere e creesaeesaeeeeneens -27.76 * -10.57 *
NLG-DEM.....oooeiiiiiiiieeieiirre et enveecsraesseeennens -8.47* -6.97 *
Public deficit/GDP ratio
TTL oot -2.69 -2.87 -3.29 %
DEKK oot esnreeseste e e eees s sanee s earees -2.67 -2.08 -321*
FRE ..ottt ettt s e -2.71 -2.59 -2.9]1 *
BEF ... oot eree et errs e e -1.43 —2.93 * -3.55 %
NLG ottt cereecette s e eenes e treeeeans -2.55 -3.38 * —4.05 *
DEM ..ottt s ne s -2.83 ~3.16 * -3.77 *
Current account/GDP ratio
TTL et -2.76 -3.91 * -3.91*
DKK oot ctrrceenrresenreeesne e e s sarresesanraes -0.76 ~-4.04 * -3.82 %
FRE oottt eaa e e -1.72 -4.59 * -3.49 *
BEF ..ottt -0.73 —6.55 * -3.53 %
NLG ot ear e cstae e eas -2.82 -4.98 * -3.66 *
DEM oot s -1.84 -3.16 * -2.84

* Indicates significant at 95 per cent. The 95 per cent critical value for the DF and the ADF—testis —2.91.
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We first estimated the long-term part of eq. (25) for a number of EMS currencies:
Belgium, Denmark, France, Italy and the Netherlands. The results of these time series regressions are
summarised in Table 2. All coefficients have the correct sign. The null hypothesis of no cointegration
is rejected.

Table 2

OLS estimation of the static equations
Sample 1979 IV — 1995 11

Dependent variable Nominal long—term interest rate differential RL - RLDEM
ITL-DEM* | DKK-DEM | FRF-DEM | BEF-DEM | NLG-DEM

RRS differential.........cccecvvvvenniniiiirenns 0.36 0.31 0.16 0.19 0.05
INF differential.......cccccevenenenenercnnnnnnn. 0.66 0.70 0.62 0.42 0.24
CURACC/GDP.....covvrieiniieeicecneiens -0.47 -0.38 —0.53 -0.15 -0.26
PUBDEF / GDP......cccvoveeeveerreriririeeenne -0.32 -0.49 —0.15 -0.13 -0.16
DF—ESt....ccviiviireeiriieeeeecteeie e —4.81 —4.75 —5.86 —5.04 -3.88
ADFAESt ..ottt -3.05 —4.35 —4.25 -3.11 -2.45
SER .ottt 1.14 I.12 0.53 0.42 0.38

RL long-term interest rates

RRS real short—term interest rates

INF consumer price inflation

CURACC current account of the balance of payments

PUBDEF public deficit

GDP gross domestic product.

The 95 per cent critical values are —4.7 for the DF—test and —4.15 for the ADF—test.
(The hypothesis of cointegration is acceptable for NLG-DEM as not all explanatory variables are I(1).)

* Including a dummy from 1991 I to account for the discontinuity in the long—term interest rate series.

Test for equality of the risk premium coefficients over equations:
CURACC/GDP -0.25 x*(4)=17.86 p=0.00

PUBDEF/GDP —-0.20 x*(4)=49.82 p=0.00

Test for equality of the risk premium coefficients over equations after multiplication with the standard error of the
equation:

CURACC/GDP —0.43 * SER x*(4)=5.39 p=0.25

PUBDEF/GDP —0.34 * SER x*(4)=8.22 p=0.08

Theory suggests that the impact of the current account and the public deficit ratio on the
risk premium in the long-term rate should depend on the degree of uncertainty about the expected
returns. Therefore, it is interesting to compare the impact of these variables between countries and
over different time periods.
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The hypothesis of cross-country equality of coefficients of the current account ratio and
the public deficit ratios is not accepted. This result possibly indicates differences in market
participants’ conditional degree of uncertainty across countries. If these ratios are multiplied with the
standard error of the country-specific equation, as a measure of the differences in uncertainty across
countries, the same hypothesis is (just) accepted.

Table 3 shows the joint-estimation results of the long-term equations after imposing
equality of all coefficients across all countries and also imposing equal effects of both public deficits
and current account balances (to prevent a possible multicollinearity problem). It provides
information on an average EMS response of long term interest rate differentials to all explanatory
variables. These results indicate that in the long run, nominal domestic bond yield differentials w.r.t.
the German bond yield depend on:

— the real short term interest rate differential which, in principle, reflects differences
in expected growth rates. A positive real short term interest rate differential of one
percentage point increases the bond yield differentials by 22 basis points;

- the inflation differential. A positive inflation differential by one percentage point
increases the bond yield differential by 61 basis points;

- the government budget deficit. Lower budget deficits, with constant current
account balance, reduce the supply of bonds and, therefore, tend to lower interest
rates. The impact is different across countries as it depends on the standard error
of the equations. Each one percent deficit reduction in terms of GDP reduces the
bond yield differential by 33 basis points multiplied by the standard error of the
regression;

- the current account balance. Increasing current account balances, with constant
budget deficits, augments liquidity in domestic financial markets and tends to
lower domestic interest rates. Each one percent improvement of the current
account balance in terms of GDP reduces the bond yield differential by 33 basis
points multiplied by the standard error. This means that countries, like Belgium,
where lower budget deficits are accompanied by higher current account surpluses,
would tend to experience a fast narrowing of the bond yield differential.

Table 3
Restricted joint-estimation (SUR) of the static equations for different sub-periods

Dependent variable Nominal long-term interest rate differential RL-RLDEM

79IV-9511 | 79IV-85IV | 861-9211 921II-9511

RRS differential.........ccccceevvveeeeeiiiiiieeciiireeeeeeeens 0.22 0.20 0.31 0.28
INF differential..........cccccoevviveeeeiiiiiinee e, 0.61 0.53 0.52 0.42
SER* (CURACCH+PUBDEF)/GDP.......c.cccovrvuennnne -0.33 -0.50 -0.03 -0.21

Mean volatility for five currencies for the

Nominal long-term interest rate differentials .......... 0.73 0.41 0.39
Exchange rate w.r.t. DEM..........oiiiiiien. 1.06 0.47 1.21

Although the static relations passed the cointegration test, it is interesting to consider the
pooled regression results over different sub-periods. The long-run equation was estimated over three
sub-sample periods. Table 3 compares the estimation results over the period 1986 I to 1992 II, which
was characterised by relative exchange rate stability within the EMS, with those for the periods
1979 IV to 1985 IV and 1992 III to 1995 II. These results indicate that the coefficients of the risk
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premia (current account and public deficit) have been markedly different in those periods. These
coefficients are related to market participants’ uncertainty concerning the expected returns on
domestic and foreign bonds. In a stable environment as to interest and exchange rates, these risk
premia would tend to disappear. The ultimate case of stable exchange rates would occur in a
monetary union. In such a world returns would, therefore, converge. During the middle period,
credibility in the EMS was relatively high up to the point where some authors raised the question:
"The European Monetary System: Credible at Last?" (Frankel, Phillips, 1992). Since mid-1992
uncertainty in the EMS re-emerged and the influence of risk premia led to divergences among bond
yield differentials especially in those countries with relatively poor performance in terms of
government budget and current account balances.

Charts 1 and 2 illustrate the relation between uncertainty and the influence of risk premia
for a sample of European countries, including Belgium (B), Netherlands (N), France (F), Denmark
(DK), United Kingdom (UK), Italy (IT), Spain (E), Portugal (P), Ireland (IR), Austria (A) and Sweden
(S). During the period 1980 - 1994, the differentials of long-term interest rates in these countries
w.r.t. Germany are strongly correlated with the aggregate risk premium. This correlation is much
weaker in the relatively calm period 1986 - 1991.

Chart 1
European long term interest rate differentials and sum of public and current balances
1980 - 1994
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Chart 2
European long-term interest rate differentials and sum of public and current account balance
1986 - 1991
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Of course, eq. (25) illustrates that short term variations in bond yields are not only related
to actual values of these long-term determinants, but equally so to market participants’ expectations
concerning their future evolution. The question then arises as to how these expectations are formed.
In this context we should pay extra attention to stability over the different periods distinguished
above. Different formulations of the expectations can probably solve the instability problem.

We investigated two major alternative assumptions in this respect: the use of an
autoregressive forecasting rule, on the one hand and of a forward looking device, on the other hand.

If expectations on short-term real interest rates, inflation rates, government budget deficit
ratio’s and current account balance ratio’s are each based on a second order autoregressive scheme
containing a unit root, then eq. (25) reduces to a traditional error correction mechanism (eq. (26)).
The latter can then be interpreted as a reduced form of a structural forward looking model with
rational expectations and autoregressive processes generating the expectations. This formulation
would be sensitive to the Lucas critique, but the real issue in this respect is the stability of the
autoregressive processes, which can be tested for.

AR, =—p[R~ R¥~a(r—r+)-b(I - I¥)-cB-d 4] _
- (26)
+TA(r — %), ++TA(T = I%) + T3AB, +T,A4 +TsAR;

The estimation results for this equation are shown in Table 4. The diagnostic statistics
are acceptable, except for the stability test: three countries show a significant structural break after
1986 1. However, the most recent period does not form a special problem for the relations.
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Table 4

Error correction model (two-step estimation)
Sample 19801 - 1995 11

Dependent variable Change in the nominal long-term interest rate
ITL DKK FRF BEF NLG
CONSLANT .eeeeeeeeiieieeceeree e eecre e srer e -0.01 -0.01 -0.04 0.00 -0.01
(.09) .09) (.05) (.04) (.03)
ECM-coefficient......ccceeevvvrrrvevreininenennnns -0.26 -0.58 -0.54 -0.46 -0.37
: (.10) (.10) 11 (.11) (.11)
A RLDEM ..ovivieeiiiieieenerrecree v 0.88 0.33 0.88 0.66 0.99
(.17 (.16) (.10) (.08) (0.07)
A RRS-RRSDEM..........ccoovvvrierereinnn e 0.13 0.15 0.12 0.18 0.11
(.03) (.05) (.02) (.04) (.05)
A INF-INFDEM.......ccovvevvveiiieeeeeriecenns 0.37 0.15 0.19 0.33 0.20
(.10) (.11 (.08) (.08) (.08)
A CURACC/GDP.......oeeeeiieereeecreeens —0.23 -0.52 -0.74 -0.15 —-0.04
(.24) (.27) (.21) (.08) 07)
A DEFPUB/GDP......ccocccovvvviinnreerirrenens -0.20 -0.78 -0.11 -0.21 -0.09
(.12) (.20) (.23) (.12) (.12)
A RL{=1} oo 0.16 0.38
(.10) (.10)
A RLDEM{—1} .ot 0.43
(.16)
Dummy 1991 L...cooiiiiiieceiieeee e 2.30
(.64)
Statistics
R s 0.66 0.53 0.74 0.65 0.82
SER ...t ceeeerreeessnreeeeeee e ssnrreecnnnes 0.62 0.67 0.39 0.32 0.27
DW..coeee et scteecccnrre s csvee e 1.90 2.06 1.88 1.66 2.12
AR(L) 1 22(1) i 2.97 1.77 0.51 3.81 542
probability value.........cccocvivvvrineenns (.08) (.18) (.48) (.05) (.02)
Ljung-Box : %2(15)ccccevereereeeeieieenieenne 7.73 13.20 10.25 18.56 18.50
probability value........cccoocovrvreinennne (.93) (.59) (.80) (.23) (.24)
ARCH(2) : %2(2) coereerreeenrieneenreneenieenne 0.63 1.60 1.22 4.58 2.11
probability value.........cccceccervuennennee. (.73) (.44) (.54) (.10) (35
Norm test : £2(2) .ceeveererreereereereesreneenns 0.15 343 0.18 4.86 7.71
probability value.........ccceeveeeuvrennen. (.93) (.18) (91 (.09) (.02)
CHOW test 86:1% ....ccovvvivreeiccrreeerreienns 3.59 2.54 1.46 3.74 0.74
probability value..........ccccoceeuennnee. (.00) (.02) (.20) (.00) (.63)
CHOW test 92:3% ...t 1.13 0.68 0.46 0.81 0.81
probability value.........cccccceririnennns (.36) (.70) (.86) (.58) (.58)

* Based on F-test, with critical values determined by F(c,n-2¢), with ¢ = number of coefficients and n = number of
observations.
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To give some indication of the origin of the stability problem, the dynamic equations were jointly
estimated with equal coefficients over equations. The results are summarised in Table 5. Four
remarks are obvious :

Table 5

Restricted joint-estimation (SUR) of the Error Correction Model (two-step estimation)

Dependent variable Change in the long-term interest rate

80I-951II | 80I-851IV | 861-921I1 | 921I1-9511

ECM-COETTICIENt . .eceivreieiiriee st eeeaee s —0.38 -0.47 -0.31 -0.51
(.04) (.06) (.05) (.09)
A RLDEM ... 0.80 0.69 0.98 0.98
(.04) (.05) (.08) (.05)
A RRS-RRSDEM..........ccccciii e 0.15 0.11 0.27 0.18
(.01 (.01) (.03) (.02)
A INF-INFDEM................cciieens 0.21 0.20 0.43 0.35
(.03) (.04) (.05) (.06)
A SER*[CURACC/GDP+DEFPUB/GDP].........ccoeveenenn. —0.24 -0.38 -0.06 -0.22
(.06) (.07) (.08) (.12)

- the short-term impact of the DEM long rate on the other countries' long rates
increased substantially and was not significantly different from one after 1986 I.
This result reflects the increasing capital mobility between countries;

- the short-term interest differentials and the inflation differentials did have a
stronger short-term impact on the long-term interest rates during the period of
relative stability;

- the direct impacts of changes in the deficit and current account ratios were less
important during the second period, but regained their impact during the most
recent period;

- the adjustment speed toward the long run equilibrium was lower during the second
period; this may reflect the smaller importance of the fundamental determinants of
the risk premium during this period. After 1992 II, the adjustment speed increased
again,

The alternative to the ECM is to estimate eq. (25) with forward looking expectations
directly (using all restrictions on the coefficients) with non - linear instrumental variables. It seems
that the explanatory power of the equations incorporating the forward looking expectations
assumption drops dramatically, in comparison with the alternative hypothesis which retains all the
dynamic restrictions included in equation (25). Therefore, the short-term coefficient for the German
long rate was estimated freely (instead of estimating changes in interest differentials), and the lagged
dependent variables were included to prevent a possible autocorrelation problem. Table 6 contains the
results. There remains a stability problem for the long BEF-rate (Table 7). The results for DKK and
ITL also indicate that at least the short-term coefficient for the DEM rate still poses a problem for
stability.

We did not make any formal discriminatory test between the two assumptions concerning
expectation formation. Nonetheless, it seems to us that the results in Tables 3, 4 and 6 largely support
the same conclusions. The stability problem for the risk premium coefficients suggests the
introduction of time-varying second moments in the equations (the absence of ARCH and the use of
quarterly data prevent us from applying a GARCH-M specification).
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Table 6

Estimation with forward-looking expectations (non-linear instrumental variables)*
Sample 1980 IV - 1994 III

Dependent variable Change in the nominal long-term interest rate
ITL DKK FRF BEF NLG
COnStANL ......eoeeneereeieenieeie e e -1.41 0.05 0.18 0.24 0.01
(.72) (.25) (.19) (.48) 17
v discount factor (imposed).................. 0.96 0.96 0.96 0.96 0.96
€ RL-RLDEM......ccccovvriiiiiiiienceecnneeens 0.49 0.49 0.5 0.57 0.26
.07 (.08) (.08) (.11) (11
a RRS-RRSDEM......ccoceoiiiiiiicniaanns 0.3 0.46 0.18 0.33 0.14
.07 (.18) (.06) (.09) (.25)
b INF-INFDEM......cooovivviviiiiinn 0.84 0.49 0.64 0.44 0.17
o7 (.26) (.04) (.06) (.29)
¢ CURACC/GDP.......ooveveieeecveeceeniennne -0.53 -0.63 -0.47 -0.14 -0.09
(-18) (.22) 21 .07) (.12)
d DEFPUB/GDRP........cccocevvviviiiininns -0.18 —0.54 ~0.13 -0.21 —-0.09
(.12) 07) (.11) (.10) (.09)
£1 A RLDEM....ccciniiniennncninninneenens 0.68 0.33 0.8 0.75 0.91
(.23) (.22) (.13) 1D (.10)
22 A RL{1} e, 0.16 0.24 0.09 03
(.10) (.10) (.08) (.18)
Dummy 1991 L. 3.16
(.45)
Statistics
R2.eee et 0.64 0.60 0.71 0.61 0.76
SER ..ottt 1.00 0.63 0.39 033 0.28
DW e 1.93 2.27 2.26 1.65 2.12
CHOW test 86 I** .....ccvviieeiiririeen 1.07 1.86 1.07 6.67 1.08

* Instruments: 4 lags of all variables. Truncation after two leads.
** Based on F-test, with critical values determined by F(c,n-2c), with ¢ = number of coefficients and n = number of

observations.
Table 7
Restricted joint-estimation with forward-looking expectations
Dependent variable Change in the long-term interest rate
80I-951I1 | 80I-851IV | 861-9211 | 92II-9511
v  discount factor (imposed).........ccveevrvveverceeeeiiniinrennen. 0.96 0.96 0.96 0.96
€ RL-RLDEM......ccoiiiriiiiiieeee ettt eeeeivvee e e 0.31 0.43 0.50 047
(.03) (.04) (.06) (.06)
a RRS-RRSDEM ...t 0.25 0.15 0.23 0.25
(.04) (.03) (.05) (.02)
b INF-INFDEM ... 0.66 0.57 0.48 0.40
(.04) (.07) (.05) (.02)
¢ SER*[CURACC/GDP+DEFPUB/GDP].......cccccccone. —-0.32 -0.59 -0.16 —0.48
(.04) (.05) (.07) (.02)
1 A RLDEM......cooooiiiiiiiieicieeieeeeetee et esvs s 0.85 0.62 0.97 0.96
(.05) (.04) (.08) (.03)
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Long-term interest rate ditferentials w.r.t. Germany

Long-term interest rate difterentials w.r.t. Germany

Chart 3
European long-term interest rate differentials and current account balances
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European long-term interest rate differentials and public balances
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Charts 3 and 4 confirm our estimation results in Table 6 by showing for some countries a
weaker relationship between long-term interest rate differentials and public balances in comparison
with the correlation with current account balances.

Chart 5 contains the most recent evolution of long-term interest rate differentials. In
1994 interest differentials were up again, especially in France, Denmark and Italy, but not in Belgium.
Even more so, the long-term interest differential BEF/DEM declined dramatically since early 1995, in
contrast to most of the other countries under review. An explanation may be advanced in terms of
expectations. The Belgian strategy of linking its exchange rate to the DEM kept inflation expectations
low, while its increasing current account surplus and lower public deficit led to a considerable
reduction of the risk premium on Belgian bonds.

Chart 5
Long-term bond yield differentials w.r.t Germany
Benchmark data
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2.2 The exchange rate

The DEM/BEF exchange rate equation in the Quarterly model of the NBB, is based on
eq. (19). The explanatory variables are the expected exchange rate, the short-term interest rate
differential and one risk premium: net foreign assets, approximated by the cumulated current account
balance (CCA) and the cumulated official interventions in the exchange market (CINT), multiplied by
a variable conditional variance (/). The latter was constructed in a rather ad hoc way. It depends on
the probability, as perceived by market participants, that the monetary authority is of the hard
currency type. The longer the time span since the last devaluation against the DEM, the higher this
probability and therefore, the lower H. The same type of reasoning applies to the modelling of the
expected exchange rate. Before 1990 I the expected exchange rate is determined by the slowly
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increasing probability of the Belgian monetary authorities evolving towards a strong currency policy,
from time to time interrupted by a devaluation against the DEM. Thereafter, the expected exchange
rate is affected by the official announcement of the DEM-link, such that the expected exchange rate
gradually converged towards the DEM-EMS parity rate.

The long-run exchange rate equation is estimated as follows:

Ins, = E(s,.,)+0.36(i" =4, )+2.59H, CC4, — LOSH, CINT, +1,
t

Conclusion

Starting from an intertemporal optimal consumption - saving - portfolio allocation model,
it was shown that the holding period return on domestic and foreign bonds depends on the short term
risk free rate of interest (which is risk free because it does not contain any price risk) and on risk
premia. These risk premia depend on the degree of uncertainty with which market participants hold
their expectations concerning future returns; or, more generally, on the volatility in the financial
markets. These premia also depend on the shares of domestic and foreign bonds in the total portfolio.

This analysis was applied to the explanation of bond yield differentials w.r.t. German
yields (in the perspective of an application to EMS currencies). When allowing for transaction costs,
it was shown that these differentials depend on actual and expected future inflation differentials, actual
and expected future real short-term interest rate differentials, which are theoretically related to growth
differentials, the actual and expected future course of government budget ratio’s and of current
account balance ratio’s and finally on the degree of uncertainty or financial market volatility.

We estimated the average long run EMS responses of long-term interest rate differentials
to all of these explanatory variables. The estimation results seemed to accord with theory. One result
indicated that the average EMS response of bond yield differentials to the public balance and current
account balance ratio’s were about equal across countries after multiplication of these coefficients by
the standard error of the equations. The influence of the risk premium, however, disappears in periods
of low exchange rate and interest rate volatility, such as from 1986 to mid 1992. In such period the
inflation differential was found to be the most important factor of bond yield differentials.

As far as expectation formation is concerned, we investigated two alternative
assumptions. The first one assumes that market participants base their forecasts of the determining
variables on autoregressive processes. A traditional ECM mechanism then describes the dynamic
adjustment of bond yields. The alternative assumption relies on forward looking expectations and a
dynamic equation in terms of forecasts was estimated with non-linear instrumental variables. We did
not perform rigorous discriminatory tests between the two assumptions, but they both lead to the same
conclusions.

The theoretical analysis concerning exchange rate determination revealed dependence of
the exchange rate on the expected future exchange rate, short-term interest rate differentials, and the
same type of risk premium as was found for holding period returns on domestic bonds. Estimation of
the DEM/BEF exchange rate confirms the importance of the short-term interest rate differential as
well as important effects of the current account balance and financial market volatility.
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Comments on paper by M. Dombrecht & R. Wouters by Frank Smets (BIS)

In this paper the authors examine both theoretically and empirically the main
determinants of bond yield differentials in Belgium, the Netherlands, Denmark, France and Italy vis-
a-vis Germany. The most interesting result in the empirical work is that both the public deficit and the
current account are important determinants of bond yield differentials, in particular in periods of
higher uncertainty. While similar results have been found previously, the robustness across countries
is striking. In my comments I will first discuss the adequacy of the theoretical framework the authors
present to motivate their estimated equations. I will then propose a different framework to think about
the parameter estimates and discuss within that framework the results with respect to the effects on
bond yield differentials of the current account, inflation differentials and the government budget
deficit. Finally, I will say a few words about the importance of credit or default risk.

A. The authors motivate the inclusion of the current account in their estimated equations in
terms of a portfolio balance model in which the risk premium is a function of the variance-covariance
matrix of the excess returns on the various risky assets and the shares in the total portfolio of each of
the risky assets.

I have doubts on whether this is the appropriate theoretical framework to motivate the
estimated equation for bond differentials for two reasons. First, we know from more direct tests of the
international CAPM model that it is hard to make it work. A recent survey by Charles Engel on the
foreign exchange risk premium, for example, lists six or seven studies which test the implications of
this model and find very poor results. The fit is terrible and sign errors are everywhere. Second, while
the asset pricing equations are rigorously derived from an intertemporal saving and portfolio
allocation model, a partial adjustment argument is necessary to derive the estimated equation. Given
the efficiency of international asset markets it seems to me that the assumption of a relatively slow
adjustment of asset prices is rather implausible. In the alternative framework which I discuss below a
dynamic adjustment model, as considered in the paper, may be justified when credibility is imperfect
and there is learning about the true type of the government.

B. This brings me to the second major point. I find it a bit strange that in the theoretical
framework that the authors present there is almost no mention of the role of the exchange rate regime.
Given that all the countries analysed in the paper were members of the ERM and attempted to fix the
exchange rate with respect to the DM, I would expect that most of the variations in the long-term
interest rate differential are determined by changes in the credibility of the respective exchange rate
parity. Thus, a more appropriate theoretical framework would try to model such devaluation
expectations. My interpretation of the empirical results the authors present is that each of the variables
that enter the bond yield differential equation have their primary effects because they affect
devaluation expectations. This can also explain why the significance of the effects varies across
periods when the overall credibility of the fixed parities in the ERM differs. If the fixed exchange rate
is fully credible, then the interest rate differential should be close to zero (primarily reflecting a
default premium) and all the parameters should be insignificant. In what follows we elaborate on how
the current account, the inflation differential and fiscal variables may affect devaluation expectations.

1. The current account

The current account and the size of the net external debt are important factors in the
determination of devaluation expectations. The link between bond yields and net external
indebtedness is illustrated in the following graph. The main reason for such a link is clear. If a country
has an external sustainability problem, one of the easiest ways of solving this is to devalue the
exchange rate which, if the pass-through in domestic prices is imperfect would improve the trade
balance and stop the accumulation of external debt. That this is not just a theoretical possibility was
visible in 1994 when there was a clear positive correlation between the degree of exchange rate
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overvaluation (as measured by deviations from purchasing power parity) and the current account
balance.

Debt, deficits and long-term interest rates
17 industrial countries
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2. The inflation differential

One would expect that in a floating exchange rate regime and with a long enough sample
the coefficient on both the real interest rate difference and the inflation difference would be
insignificantly different from one. However, in a fixed exchange rate regime, this is not necessarily
the case. There can be temporary factors that drive a wedge between inflation rates in the two
countries (e.g. the German reunification boom). However, if the fixed exchange rate parity is credible,
this should not lead to an interest rate differential. For example, Halikias (1993) finds that over the
period 1982-1992 the inflation differential is significant in Belgium (with a coefficient of 0.45), but
insignificant in the Netherlands and Austria where the credibility of the fixed exchange rate parity was
higher. He also shows that Belgium has been moving towards this strong version of credibility during
the period under consideration, as the inflation differential becomes insignificant towards the latter
part of the period. Finally, Halikias (1993) also shows that it is really competitiveness that explains
the significance of the inflation differential, which again indicates the appropriateness of the
devaluation expectations hypothesis.

3. The importance of fiscal variables

Although the time series data do not give a lot of evidence in favour of a clear link
between deficits and bond yield differentials, there is quite a lot of cross-country evidence that
government deficits matter as e.g. illustrated by the above graph. For the evidence on Belgium I
would again like to refer to the study by Halikias (1993) who finds that both the relative debt and the
relative primary deficit turn out to be a statistically significant determinant of the bond yield
differential with Germany. Moreover, he shows that this effect remains, even if one controls for its
impact on inflationary expectations and hence expected exchange rate movements.
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C. This brings me to a last point which concerns the presence of default risk. Several pieces
of evidence suggest that fiscal variables have an impact on the bond yield differential beyond their
impact on inflation or exchange rate devaluation expectations. Next to the evidence presented above
under B.3., it appears that it is total government debt, and not necessarily local currency denominated
debt that matters for long-term interest rate differentials. Second, high-debt countries typically face
higher interest rates on foreign currency bonds than e.g. comparable bonds issued by the World Bank.
While the authors interpret this premium as a portfolio balance premium, I would prefer to call this a
credit or default risk premium. Some evidence in favour of the latter interpretation is that one can find
a positive correlation between measures of such a premium, debt variables and indicators of political
stability.
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The determination of long-term interest rates in the Netherlands

Peter J.A. van Els and Peter J.G. Vlaar

Introduction

The determination of long-term interest rates in the Netherlands presents a case which
may be characteristic for small open economies maintaining a fixed exchange rate with an anchor
country. In the typical standard text book situation, under the assumption of perfectly integrated
capital markets, the spread between the domestic and the anchor country's nominal long-term interest
rates will reflect expected exchange rate changes and risk premia. In this paper on the Dutch long-term
interest rate, the assumption of perfectly integrated capital markets is not imposed a priori, but viewed
rather as a hypothesis which has to be confirmed by empirical evidence. As we will argue, in the
Dutch case with Germany as the anchor country, it is difficult to find a satisfactory empirical
specification for this model of long-term interest rate determination, at least for the entire period since
the establishment of the EMS (1979-1994). The empirical evidence on the Dutch nominal long-term
interest rate presented here does not point to perfectly integrated Dutch and German capital markets,
although the German long-term interest rate is found to be by far the most dominant factor in
explaining its Dutch counterpart. The failure to find fully integrated capital markets may be due, for
instance, to transaction and information costs, the existence of restrictions on foreign portfolio
investments by institutional investors, differences in the taxation of capital income and the higher
liquidity of the German bond market. As a result, the Dutch nominal long-term interest rate is partly
affected by domestic economic conditions as signalled by variables such as the short-term interest
rate, the inflation rate, the government financial deficit, and the current account. Indeed, there exists a
large empirical literature of models of the long-term interest rate in open economies, the Netherlands
in particular, explaining a role for domestic economic conditions (e.g. Fase and Van Nieuwkerk,
1975; Knot, 1995; Correira-Nunes and Stemitsiotis, 1995; Fase and Van Geijlswijk, 1996).

In the approach pursued in this paper, the short-term interest rate is one of the domestic
variables affecting the long-term rate. Hence, developments and sentiments in the exchange market
affect the determination of the long-term interest rate through the response of the short-term interest
rate, which is closely linked to the policy-controlled interest rate. In view of the interdependencies
between exchange, money and capital markets a three equation system is presented featuring the
guilder/D-mark exchange rate, the short-term interest rate and the long-term interest rate as
endogenous variables. The equations are estimated using quarterly data. Section 1 provides a further
analysis and background of the empirical results, including an investigation of simulation properties, a
decomposition analysis of the direct causes of movements in the exchange rate and interest rates, and
a comparison with other studies. Section 2 presents some impulse response exercises, showing the
response of interest rates to changes in domestic and foreign fundamentals. In order to allow for
various feedback mechanisms, the three equations are embedded in a larger model of the Dutch
economy, i.e. the Bank’s quarterly macroeconomic policy model MORKMON (Fase et al., 1992). For
the analysis of a change in the German price level, the accompanying response of the German interest
rates is computed using the Bank's new model EUROMON of the EU-countries (Boeschoten et al.,
1995). The final section concludes the paper.
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1. Empirical results

1.1  The guilder/D-mark exchange rate

The Netherlands has a long monetary policy tradition in fostering exchange rate stability.
Since Germany is by far the most important trading partner of the Netherlands and the Deutsche
Bundesbank has a solid low-inflation reputation, maintaining a stable guilder/D-mark rate, in
accordance with relative competitiveness, has always been, and still is, considered of major
importance (e.g. Wellink, 1994). With the collapse of the Bretton-Woods system in the early
seventies, the guilder/D-mark peg was enhanced by the so called "Snake Agreement". Within the
snake, in which seven other European countries also participated, bilateral exchange rate movements
were limited to stay within relatively narrow bands ofiplus or minus 2.25%. In March 1979 the Snake
was replaced by the European Monetary System (EMS).

Although exchange rate stability, and, therefore, a stable guilder/D-mark rate, has been
the focus of Dutch monetary policy for several decades, the way real exchange rate stability is
achieved has changed with the introduction of the EMS. Until 1979, inflation rates were higher in the
Netherlands than in Germany (Figure 1). From time to time the central parities were realigned to
(partly) offset price differentials. Within the EMS, the Netherlands pursued a strict guilder/D-mark
peg and more emphasis was laid on economic convergence, to avoid parity realignments. As a
consequence, Dutch inflation rates converged to German ones (e.g. Berk and Winder, 1994).
Realignments became rare and from March 1983 on they were even absent. Since the end of the
eighties, Dutch inflation rates have on average been lower than German ones, resulting in a slight real
depreciation of the guilder/D-mark rate. By the end of 1994 the real guilder/D-mark rate was still
lower than the one in the early seventies, however (Figure 1).

Figure 1
Price differential between the Netherlands and Germany and nominal and real D-mark rate
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The model for the guilder/D-mark rate ej,,, i.e. the value of the D-mark measured in

guilders, is given by equation (1) below. It is based on both purchasing power parity (ppp) and
uncovered interest parity (uip). According to the ppp-framework the expected long-run exchange rate

depends on the price level ratio p, / pCGE . The uip-condition implies that the difference between the
Dutch and German interest rate equals the expected change of the exchange rate plus a risk premium.
As could be expected from Figure 1, the hypothesis of relative purchasing power parity, here
interpreted as a coefficient of 1 for the log of the price ratio, has to be rejected!. In the long run, two
thirds of a price differential is compensated for by a change in the exchange rate. A possible
explanation for the less than complete compensation is that the consumer price indices used in this
study are not representative of the price of tradables. Another explanation might be that authorities did
not want to fully offset price differentials by means of parity realignments in order to enhance
domestic policy discipline and to prevent a further divergence of inflation performances between the
two countries due to imported inflation. In any case, changes in price differentials do not have to
result in exchange rate changes as long as one is willing to maintain a higher (lower) short-term

interest rate #, relative to the German short rate rkGE in case of a positive (negative) price differential,

thereby offsetting the exchange rate risk for international investors.

Alnepyy =—0.0051(r, — 5 ) - 0.1725(111 epnr, —0.66621n( p, / po~ )_1) —0.1645dumyggs, AlneBY, +0.215
(3.9) 4.5) (6.6) (5.6) (5.0)

0y
Sample:  1972Q1-1994Q4 SE = 0.0082 Q(12) = 17.10

Until 1983 the guilder/D-mark rate was also affected by the strength of the dollar. As
international investors preferred the D-mark to the Dutch guilder, a depreciation of the D-mark/dollar

rate, eggL, resulted in a higher demand for D-mark investments rather than guilder investments,

thereby weakening the guilder relative to the D-mark. After the last devaluation of the guilder, this
link could no longer be detected.

Other potential explanatory variables not included in (1) are the central parity and the
current account. A significant impact of the current account on the exchange rate could only be found
for the unlagged one quarter current account balance. However, although insignificant, the coefficients
of the one year balance had the wrong sign. Since current account data are published with a long time
lag, just including the unlagged one quarter deficit would be undesirable on economic grounds. In
addition, the fact that export and import data display clear seasonal differences makes the one quarter
deficit hard to interpret. The influence of the lagged central parity was not significant, probably
because the parity has been realigned several times over our sample. Moreover, the impact of the price
differential could no longer be found if the parity was included. Neither could it be detected if the
sample was restricted to the EMS-period. This is probably due to the small changes in the differential
over this sample.

In Figure 2, a dynamic simulation of the guilder/D-mark rate, Eep,,, is shown together

with its actual realisation, ep,,, and the central parity, ¢py. The dynamic simulation gives a good
prediction of the actual exchange rate movements, in particular since 1988.

1 To avoid simultaneity problems, the equation was estimated by two-stage least squares. The one period lagged
interest rate differential was used as an instrument for the interest rate differential.
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Figure 2
Actual and dynamically simulated guilder/D-mark rate and central parity
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1.2 The short-term interest rate

The short-term interest rate in the Netherlands (three-month euro-deposit rate) is to a
large extent controlled by the central bank. As the direct or intermediate target of Dutch monetary
policy since the start of the EMS has been a stable guilder/D-mark exchange rate, Dutch interest rate
policy is primarily dictated by German monetary policy and the strength of the guilder relative to the
D-mark. Hence, changes in the official German interest rates almost always lead to similar changes in
the Netherlands. If the strength of the guilder, measured by the distance of the guilder/D-mark rate
from its central parity, diminishes, the short-term interest rate differential with Germany has to rise.
Also, if there are signs that the exchange rate is, or will become, overvalued, interest rates may have
to rise since international investors will then demand a higher risk premium. Therefore, an increase in
inflation relative to Germany and a weakening of the current account are likely to increase Dutch
interest rates. Due to the fluctuation margin around the central parity, the Dutch central bank has
some room for manoeuvre left. If the guilder is strong relative to the D-mark, the Dutch central bank
may lower its policy-controlled interest rates independently from the Bundesbank. Further
requirements here are that inflation is (expected to remain) low - the ultimate objective of monetary
policy - and that the position of the current account is appropriate. Likewise, if inflation performance
is (expected to be) poor, the Dutch central bank may raise interest rates independently from Germany.

A =ASE 70424 ((2;0(3— M)_) / (3,(8+ M)_j))

.6)

+96.92A((epw - cpw)/eom)_, —0.8238(r, ~0.8019,5F

8.9) as) (22.3)

2

+26.68((2j=1(3 -m)_) / (2j=1(3— M)_jD— 121.24((epr — eom)feom) ¥)

(5.8) (22.3)
-0.1786)p,  —2.3158)

43) (10.2)
Sample:  1979Q2-1994Q4 SE = 03525 Q(12) = 10.76
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Given these considerations, the following reaction function for the short-term interest
rate, given by (2), is postulated?. In the short run, changes in German short-term interest rates are fully
transmitted to Dutch short-term interest rates. In the long run, due to the limited room for manoeuvre
provided by the fluctuation margin, the hypothesis of complete domination of the German interest rate
has to be rejected. Only 80% of a change in the German interest rate level is ultimately transmitted
directly to the Dutch rate. In addition, a higher current account surplus, defined as the one year
exports, B:, minus imports, M:, of goods and services scaled by exports plus imports, results in a
lower short-term interest rate. This effect may either reflect a risk premium, demanded by
international investors, or the central bank policy not to lower interest rates independently from the
Bundesbank in case of a possible current account deficit. The short-run effect is higher than the long-
run effect, which could point towards a learning effect of market participants concerning the
importance given by the authorities to the current account deficit. No direct effect of the deviation of

the D-mark rate from its central parity ¢p, could be found. When included, the sign of the coefficient
was wrong. This may be due to a simultaneity problem. If the guilder is weak, the Dutch interest rate
is expected to rise, but if the Dutch interest rate rises the guilder strengthens. With a time lag of one
quarter the strength of the guilder is a very important determinant of the Dutch short-term interest
rate, however.

Finally, the Dutch inflation rate p, affects the Dutch short-term interest rate only in the
long run. No effect could be found for the German inflation rate. This probably indicates that inflation
differentials were no cause for risk premia, which could be explained by the small magnitude of this
differential over the sample period. On the other hand, cumulative inflation differentials, resulting in

price level differentials, do affect the short-term interest rate through the response of epys —¢pys. The
separate domestic inflation effect reflects the high priority the authorities give to inflation as the
ultimate objective of monetary policy.

In Figure 3, the short-term interest rate differential between the Netherlands and Germany

is shown, together with the dynamically simulated differential, Er, — rkG E and the German rate.
Although the German interest rate is by far the most important determinant of the Dutch interest rate,
the graph clearly illustrates the significance of the other variables as well. The dynamically simulated
interest rate differential closely resembles the actual differential, which in turn clearly deviates from
zero most of the time.

Figure 4 shows the contribution of the domestic explanatory variables to the dynamically
simulated short-term interest rate (as deviation from the average contribution). The strength or

weakness of the guilder, measured by epy —¢py, was very important until the mid eighties. The
difference between its highest and its lowest contribution to the determination of the short-term
interest rate is about 3.5 percentage points. For the current account, B: - M:, this difference amounts to
almost 2.0 percentage points, whereas for the inflation rate it is 1.5 percentage points.

2 The equation for the short-term interest rate is estimated together with the one for long-term interest rates, by means
of iterated three stage least squares. The same set of instruments was used for both equations. For the unlagged
variables, other than the German interest rates, the one period lagged equivalents were used as instruments.
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Figure 3
German short-term interest rate and actual and simulated differential with the Netherlands
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Figure 4

Contribution of domestic influences to the dynamically simulated short-term interest rate
As a deviation from the average contribution
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1.3 The long-term interest rate

The Dutch long-term interest rate r,, represented by the yield on ten-year government

bonds, is largely determined by its German counterpart FZG £ As there are no capital controls effective
in the markets for either Dutch or German bonds, one should expect all deviations between Dutch and
German long-term interest rates to be accounted for by expected depreciations and risk premia. These
risk premia may represent both a devaluation risk or other factors such as for instance liquidity. As the
liquidity of the Dutch bond market is not as high as that of Germany, Dutch interest rates will be
slightly higher. In practice however, the markets for Dutch and German bonds are not integrated
completely. Many institutional investors, for instance, are restricted in the relative amounts they are
allowed to invest abroad. Also, the presence of transaction and information costs will contribute to
some degree of segregation of bond markets. The fact that world capital markets are less than
perfectly integrated in practice can also be deduced from the well documented fact that the share of
domestic assets in the portfolios of investors is much too high according to diversification motives
(e.g. Hatch and Resnick, 1993). Owing to the segregation, domestic economic conditions still play an
important role in the formation of long-term interest rates, over and above the role they play in the
determination of the risk premium. In our model the less than perfect integration of Dutch and
German bonds markets results in coefficients for the German interest rates that are significantly
smaller than 1.

In equation (3) below, which is based on a loanable funds framework, the relevant
domestic factors determining the long-term interest rate are the short-term interest rate, inflation and
the one year government deficit, D:, scaled by gross domestic product, Y:. The relevance of the short-
term interest rate also follows from the term structure theory, according to which the long-term
interest rate reflects the expected development of future short-term interest rates. The current inflation
rate reflects the expected future inflation rate which is an important component of nominal interest
rates. In the loanable funds approach, the government deficit is an important determinant of the
demand for long-term funds. Unless the supply of funds schedule is infinitely elastic with respect to
the long-term interest rate (i.e. through perfect substitutability between domestic and foreign assets)
and unless full Ricardian equivalence holds, a higher demand for long-term funds by the government
ceteris paribus increases the long-term interest rate.

Ar, =0.1343Ar, +0.8361A 75 —0.4238(r,  —0.1844r,_

2.7 (13.1) (5.4) 3.5)

~0.6804 r’* ~0.1869 p,_ +15.72((2j.=0 D) / (Zj.zoy_ j))_l

€y
(7.0) 4.5) (2.6)
—0.2977)
(0.8)
Sample:  1979Q2-1994Q4 SE =0.1781 Q(12) =12.53

Moreover, a high government deficit may induce future governments to inflate the debt
burden. This both increases the risk premium demanded by foreign investors and the nominal interest
rate demanded by domestic investors.

Apart from these variables, others were included as well, but were found to be
insignificant. The influence of the German inflation rate turned out to be negligible. The irrelevance of
this variable means that the effect of domestic inflation cannot be explained by a loss of
competitiveness. Segregation of bond markets seems to be more important than exchange rate risk
premia for the Netherlands. Another possible candidate for the exchange rate risk premium, the
current account, was not significant either. A possible explanation for the lack of significance of this
variable could be that there were no sustained periods of current account deficits over the sample
period. Finally, the influence of interest rate volatility turned out to be insignificant as well. This
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might be due to the resemblance of the volatility patterns of Dutch and German bonds. Therefore, the
influence of volatility on Dutch interest rates is already captured by the German rate.

Figure 5 depicts the dynamically simulated long-term interest rate differential between

the Netherlands and Germany, £7, —rgGE, together with the realised differential and the German long

rate. Although the German interest rate is by far the most important determinant of the Dutch rate,
domestic influences cannot be discarded. The actual differential was positive most of the time, and in
line with the model predictions.

Figure 5
German long-term interest rate and actual and simulated differential with the Netherlands
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In Figure 6 the contributions of the three domestic factors to the Dutch long-term interest
rate are shown. The short-term interest rate and the Dutch inflation rate are the most important. Their
contributions show fairly similar patterns, which is not very surprising since monetary authorities will
change short-term interest rates in response to (anticipated) changes in inflation rates. It is interesting
to see that the interest rate effect precedes the inflation effect by almost a year most of the time. The
influence of the government deficit is also substantial, as the contribution of the deficit was over 0.5
percentage point higher in 1983 than it was in 1992.

Table 1 provides a summary of recent empirical research with respect to the Dutch long-
term interest rate. The coefficients reported refer to the long-run or equilibrium impact of the
explanatory variables on the level of the long rate. In five out of the eight studies considered
(including the present), the German long-term interest rate is the dominating explanatory factor. For
this variable, Knot (1995) reports the highest coefficient (0.96), but this perhaps reflects the fact that
his model does not allow for domestic term structure effects. Boeschoten (1989) reports the lowest
coefficient for the German long rate (0.60), but also allows for a separate effect of the US long rate.
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Figure 6
Contribution of domestic influences to the dynamically simulated long-term interest rate
As a deviation from the average contribution
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Table 1
Comparison of recent estimated long-term interest rate equations for the Netherlands
Author, model and sample Long-term coefficient of
Long Long Short | Inflation | Deficit Other
rate rate rate rate ratio
GE US NETH
Boeschoten (1989)..........cevviiveiiernvrnerenineeenineeens 0.60 0.13 0.24 0.04 ! . 0.042
1980Q1-1987Q3
MORKMONIL.......oooovvierreerieireerireeaesveesnveanneean 0.83 . 0.16 0.07! . 0.093
1979Q1-1987Q4
Douven (1995)....covcciiiniiiiniciiececieiieceneee e . . 0.74 0.09
1960-1991
KNOt (1995) ...vieeeeiereeiietceece ettt 0.96 . " 0.20 0.56 0.194
1960-1991
Fase/Van Geijlswijk (1995) ..o 0.75 . . 0.32
1979Q2-1991Q4
EUROMON . .....ooiiiieiie et eereeeiree e ene e s . . 0.49 0.25
1971Q2-1992Q4
Correira-Nunes/Stemitsiotis (1995).......c.ccccceevnen. " . 0.45 0.49 0.50
1979-1993
ThIS STUAY ..eevieeei e 0.68 0.18 0.19 0.16
1979Q2-1994Q4

! Coefficient of inflation differential with Germany.

2 Effect of an increase in the current account by 1% of GNP.

3 Effect of an increase in the net excess demand for funds in the domestic capital market by 1% of GNP.
4 Effect of a 1% increase in the capacity utilisation rate.
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Douven (1995) and EUROMON (Boeschoten et al., 1995) concentrate on term structure
and inflation effects in long-run equilibrium, with foreign long-term interest rates having a direct
impact in the short run only. Correira-Nunes and Stemitsiotis (1995), too, focus on the domestic
short- term interest and inflation rate as explanatory factors. In the equations featuring the inflation
differential with Germany, the direct impact of domestic inflation on the long-term interest rate is
rather weak compared to the equations which include the domestic inflation rate only. In the equations
which include both domestic term structure effects and the German long-term interest rate, the
coefficients reported for the short-term interest rate are close to 0.2. Both the present study and those
by Knot and by Correira-Nunes and Stemitsiotis report a significant positive influence of the
government financial deficit on the long-term rate. The fact that in the latter two a much stronger
impact has been found (0.56 and 0.50, respectively, versus .16 in the present study) may in addition
to the use of a different specification and annual data, be attributed to the longer sample period, which
also covers the sixties (Knot) and seventies. Indeed, these findings are in line with the simulation
effects of a 1% higher budget deficit (relative to GNP) on the long-term interest rate according to a
range of Dutch econometric policy models whose sample periods only include the sixties and
seventies (Van Loo, 1984). In those decades, capital mobility and the international integration of
capital markets were still fairly limited. Hence, domestic economic conditions had a relatively large
impact on interest rates. The equation of the Nederlandsche Bank's model of the Dutch economy
MORKMON II (Fase et al., 1992) also allows for a small effect of public financial policy on interest
rates via the response of the net excess demand for funds in the domestic capital market.

Apart from the equations reported in Table 1, which are of the reduced-form type, various
models of the Netherlands' economy exist in which the long-term interest rate clears the domestic
capital market. Examples of these models are the Central Planning Bureau's model FREIA-KOMPAS
(Van den Berg et al., 1988), CESAM (Kuipers et al., 1990), DUFIS (Sterken, 1990), and more
recently the IBS-CCSO model (Jacobs and Sterken, 1995). According to these models, changes in
foreign long-term interest rates have a strong impact on Dutch long rates, as is the case for most of the
equations presented in Table 1. Moreover, for FREIA-KOMPAS and CESAM, an increase in the
government financial deficit by 1% of national income leads to a rise in long-term interest rates of
about 0.35 percentage points and 0.20 percentage points, respectively. According to DUFIS, the
increase in the long rate amounts to over 1.7 percentage points, which may be considered a rather
extreme result. A similar exercise with the IBS-CCSO model is not available. Other benchmark
simulations based on that model, however, indicate rather weak interest rate responses to domestic
policy actions.

1.4 Dynamic system simulations

Dynamic simulations with the three-equation system presented above provide further
information on its stability when shocks to one equation are allowed to influence all three dependent
variables over time, as is the case in reality. If the dynamic interdependencies between the exchange
and interest rates in the model system are such that lasting or systematic differences between the
simulated and observed values occur, this would question the quality of the model. Figures 7 to 9
show the observed and simulated paths of the exchange rate, the short-term and the long-term interest
rates, respectively. Of particular interest are Figures 7 and 8, as they indicate substantial forecast
errors in the 1979-1985 period for the guilder/D-mark exchange rate and the Dutch short-term interest
rate. These errors mainly originate from relatively large residuals in the exchange rate equation.
However, the deviations, though persistent in the short run, are by no means systematic and die out in
the course of time. Since the mid eighties, the deviations for the exchange rate and short-term interest
rate almost never exceed the level of 1 per cent and 1 percentage point, respectively. For the long-term
interest rate, the simulated values are quite close to the observed ones. It must be noted, however, that
the simulations are based on the strong assumption that all explanatory factors other than the
exchange rate and domestic interest rates are exogenous and deterministic variables.
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Figure 7
Actual and dynamically simulated guilder/D-mark exchange rate in the three-equation system
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Figure 8
Actual and dynamically simulated short-term interest rate in the three-equation system
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Figure 9
Actual and dynamically simulated long-term interest rate in the three-equation system
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2. Changes in fundamentals: evidence from impulse responses

This section analyses the impulse responses of Dutch interest rates and the exchange rate
of the guilder vis-a-vis the D-mark to changes in fundamentals, concentrating on domestic fiscal
policy and a German price increase. The impulse responses are computed by including equations
(1)-(3) presented above in the Bank's macroeconometric model MORKMON II3. Hence, the
endogeneity of the domestic factors affecting the exchange and interest rates is explicitly taken into
account. In the case of the German price increase, accompanying responses of the German short- and
long-term interest rates have been computed using the Bank's model of the EU-countries EUROMON.
The simulation period is 1990,Q1-1994,Q4, being the most recent period for which actual data are
available on a consistent basis. Owing to the nearly linear character of the model, the effects reported
in the tables below would be very much the same for other simulation periods.

Table 2 presents the impulse responses to an increase in government expenditure by 1%
of GDP. This increase is attended by a lower current account balance by 0.8% of GDP. For this
reason, the short-term interest rate rises by about 10 basis points. Since a plausible and significant
impact of the current account on the exchange rate of the guilder could not be established empirically,
a depreciation of the exchange rate does not occur. Instead, the higher short-term interest rate leads to
a small appreciation of the guilder vis-a-vis the Deutsche mark, which in turn mitigates the increase in
the short rate. The fiscal impulse also leads to a increase by the government financial deficit by 0.75%
of GDP and a gradual rise of the price level, which stabilises at about 0.20 per cent above base level.
As a result, the long-term interest rate rises, also reinforced by the term structure effect of the increase
in the short-rate. Eventually, the long-term interest rate is 15 basis points above base level. This result
is broadly in line with the outcomes for the models FREIA-KOMPAS and CESAM mentioned earlier.

3 Boeschoten and Van Els (1995) analyse the model's monetary transmission channels.
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Table 2

Effects of a permanent increase in government expenditures by 1% of GDP
Effects measured in percentages, unless stated otherwise

Variable Effects after
1 year 2 years 3 years 5 years

Rl GDP ...oovviiiiiiiiiiieit ittt sttt 0.46 0.41 0.37 0.36
Private consumption deflator .........cccooveerveceiiencriiniecnieeennn, 0.02 0.19 0.25 0.20
Unit 1abour COSts, ENtEIPIISES..ccueeeerrvrereriirererrrerernrerseenens -0.22 0.15 0.33 0.25
Government financial deficit (% of GDP).......ccccoovvvivvennen. 0.76 0.74 0.77 0.93
Current account balance (% of GDP).......ccocvvveviivivecieenenn. —0.69 -0.18 -0.79 —0.86
Guilder/D-mark exchange rate® ...........c....cccovericniinnine 0.09 0.11 0.08 0.09
Short-term interest rate (% points)........ccocceveierrcncinninenne 0.09 0.06 0.08 0.09
Long-term interest rate (% POINtS) .......coovveceeeveeececearnnnnnae 0.04 0.13 0.16 0.15

* + = appreciation of guilder.

Table 3 summarises the results of a permanent increase in the German price level by 1
per cent. According to the model EUROMON, this impulse is attended by an increase in the German
short and long rates by 62 and 21 basis points, respectively, in the first year. The increase in the
German price level relative to Dutch prices leads to a small appreciation the guilder vis-a-vis the
D-mark, despite the fact that the rise of the German short rate exceeds that of its Dutch counterpart. In
the second year, the German short rate approaches its base level again, as inflation returns to base
value. Due to the strong position of the guilder, the Dutch short-term interest rate remains 13 basis
points below the German short rate. In the first year, the Dutch long-term interest rate rise is slightly
higher than the rise of the German long rate. The aggregate impact of both the domestic short rate and
the German long rate implies somewhat stronger term structure effects in the Netherlands. From the
second year on, when inflation stabilises, the same mechanism results in lower Dutch long-term
interest rates relative to their German counterparts. All in all, Dutch and German long-term rates move
closely in line. An additional sensitivity analysis shows that the outcomes in Table 3 are robust to
changes in the semi-elasticity of the German short-term interest rate with respect to inflation. Indeed,
doubling the long run value of this elasticity in EUROMON from 0.65 to 1.3, which typically has
been reported by others in the literature (Willms, 1983; Vlaar, 1994; Stokman and Schéchter, 1995),
only leads to minor changes.

Table 3

Effects of a permanent increase in the German price level by 1 percent
Effects measured in percentages, unless stated otherwise

Variable Effects after
1 year 2 years 3 years 5 years

Assumptions
Private consumption deflator, Germany ..........c.ccorveececncennn 1.00 1.00 1.00 1.00
Short-term interest rate, GErmany.........co.oeeeverceerersvreeenncns 0.62 0.07 -0.03 0.00
Long-term interest rate, GErmany ........cc.ccecereeneevurreerrenne 0.21 0.15 0.03 0.01
Results
REAI GDP ..ottt ettt 0.03 —-0.01 0.01 0.04
Private consumption deflator ...........ccovveevireceviirienneeienne 0.18 0.23 0.24 0.26
Unit labour costs, Nterprises........ocereerrerrreerrerreereereenvennes 0.11 0.24 0.29 0.33
Government financial deficit (% of GDP).......cccccovvvvennnn. -0.03 -0.04 -0.08 -0.11
Current account balance (% of GDP) ......ccccovviiniiciiiiinne 0.10 0.14 0.13 0.07
Guilder/D-mark exchange rate® ...........ccccoooieniinvinnccneene 0.04 0.06 0.10 0.10
Short-term interest rate (% points)......ccccoovevrervrriercvesenneen 0.51 -0.06 -0.16 -0.13
Long-term interest rate (% POints) .......cecevrvvevrveernreereceeennn 0.26 0.12 -0.01 —0.04
Interest differentials with Germany

— short rate (% POINtS) ..c.eecvireeririeeniinir ettt -0.11 -0.13 -0.13 -0.13

— long rate (% POINtS) ....ccviereeeriveevrierireerreesineesiaesereerees 0.05 -0.03 —0.04 —-0.05

* + = appreciation of guilder.
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Conclusion

The main conclusions from this paper are the following:

L.

The guilder/D-mark exchange rate over the period 1972-1994 can be explained by
a combination of (less than complete) purchasing power parity and short-term
uncovered interest parity.

The short-term interest rate in the Netherlands is determined by the German
interest rate, the strength of the guilder, the current account balance and the
domestic inflation rate.

The long-term interest rate in the Netherlands is significantly influenced by the
German long rate, the domestic short-term rate, the domestic inflation rate and the
government financial deficit.

In the long-run interest rates in the Netherlands do not respond 100% to changes in
German interest rates. For the money market, this points to some room for
manoeuvre for monetary policy provided by the existence of fluctuation margins
around the central parity. For the bond market, this probably means that the Dutch
and German markets are not perfectly integrated in practice.

Econometric evidence of a direct influence of German inflation rates on interest
rates in the Netherlands could not be found. This suggests that risk premia are not
based on inflation differentials. On the other hand, differences in price level
movements between the Netherlands and Germany have an impact on the short-
term interest rate through the response of the strength of the guilder. The fact that
inflation-based risk premia are hard to find underlines the credibility of the
guilder/D-mark peg over most of the sample period.

Impulse response simulations show that shocks to domestic fundamentals of
regular magnitude have only a modest impact on Dutch interest rates and the
exchange rate.

Despite the fact that we did not find a one-to-one relationship between German and
Dutch interest rates empirically, simulation exercises show that interest rates in
both countries tend to move together in the presence of shocks to the German (or
world) economy.

The magnitude of changes in the spread between German and Dutch interest rates
caused by shocks to domestic and foreign fundamentals is consistent with the
magnitude of fluctuations in the spread observed in reality.
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Comments on paper by P.J.A. van Els and P.J.G. Vlaar by Benjamin Cohen (BIS)

This paper offers a good illustration of the strengths and weaknesses of the style of
econometric forecasting which tries a large number of variables and keeps the ones that are
significant. The primary strength of this method is that one is more likely to pick up unexpected
patterns and correlations, without being constrained by a theory that may or may not be plausible. It
is thus interesting to see certain textbook relationships confirmed by the model, given that the model's
parameters are based solely on past statistical relationships. The primary weakness is that parameters
estimated by past experience may not be very informative about the results of a hypothesised policy
experiment,

The first part of this paper presents parameter estimates of structural equations for
quarterly changes in the Netherlands guilder/Deutsche Mark exchange rate, quarterly changes in the
difference between Dutch and German short term interest rates, and quarterly changes in long-term
Dutch interest rates. These equations seem to fit the data fairly well, though their forecasting ability
improves markedly from the mid-1980's onward.

Significant effects on changes in the exchange rate are found for lagged differentials
between Dutch and German short-term interest rates and prices, for lagged levels of the exchange rate,
and, before 1983, for changes in the US dollar/DM exchange rate. The effect of price differentials,
however, is not strong enough to indicate purchasing power parity; price differentials do not lead to
equivalent compensating nominal exchange rate movements.

The authors attribute the negative effect of short interest rate differentials on the
contemporaneous exchange rate movement -- an interest rate differential in favour of the guilder is
accompanied by the guilder's appreciation -- as evidence for uncovered interest parity. To correct for
simultaneity problems -- such as, perhaps, that a currently weak guilder might lead the central bank to
raise rates -- the previous quarter's interest rate differential is used as an instrument. It is not clear to
me that this is an adequate test of the uncovered interest parity hypothesis. 1 would be more
convinced if relatively higher three-month interest rates in the Netherlands on the last day of the
previous quarter were followed, on average, by an equivalent depreciation of the guilder in the current
quarter, and lower rates were followed by an appreciation; this would suggest that investors'
expectations regarding the guilder's movements were correct on average.

Significant effects on changes in the Dutch-German short rate differential are found for
the change in and lagged level of the trade surplus, the lagged change in and lagged level of the
exchange rate, the lagged levels of short rates in the two countries, and lagged inflation. The authors
test the differential, rather than the level of the Dutch rate alone, because they find the two countries'
short rates to have been so highly correlated as to drown out other effects.

It is somewhat curious that the model assigns current account conditions a role in interest
rate determination but no role in exchange rate determination. It is also curious that the short- and
long-term rate equations are estimated simultaneously, but not the exchange-rate equation, even
though exchange rates enter into the short-term rate equation and, via short rates, the long-rate
equation as well.

Even though the short-rate differential is the variable being modelled, the lagged values
of the two country's short-rates enter the model separately on the right-hand side. The authors explain
this as an attempt to separate long and short term effects of German rates on Dutch rates. I would
think there are easier ways to do this, for example comparing the coefficient from a regression using
quarterly changes to the coefficient using annual or multi-year changes. The results presented here
suggest that the two rates are closely, but imperfectly correlated, through the "backdoor"” method of
demonstrating that they have different serial correlation coefficients, but these results do not seem
especially informative as to the time horizon over which this correlation is effective.
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Significant effects on changes in the long-term interest rate are found for changes in and
lagged levels of the Dutch short rate and the German long rate, for the lagged Dutch long rate, for
inflation, and for the government budget deficit.

Having decided previously that the differential between Dutch and German short rates,
rather than the level of either, is the relevant short-rate variable, the authors look only at the Dutch
short rate here. This, too, makes their results difficult to interpret, because it is unclear whether long
rates respond only to the level of short rates, as they would in a naive expectations-based term-
structure hypothesis, or also to the Dutch-German spread, which may indicate exchange rate or
inflation trends.

The second part of the paper, after revealing that these three equations form part of the
Netherlands Bank's macroeconometric forecasting model, presents the model's forecast results for two
policy changes: a permanent, debt-financed increase in government spending, and a permanent
increase in the German price level.

The exchange rate effects of the fiscal experiment follows orthodox macroeconomic
theory (though not the current “journalistic" consensus) in that a spending increase leads to an
appreciation of the guilder. The results for long-term interest rates also accord with textbook
macroeconomics, in that more borrowing raises rates. An expansive fiscal policy also leads to higher
short-term interest rates. The authors explain that the government spending increase leads to a current
account deficit, which has historically led to higher short rates, either because sustainability issues
lead to a higher risk premium or because it leads the central bank to tighten policy. Higher prices in
Germany lead, as one might expect, to a stronger guilder and lower Dutch interest rates.
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Australian exchange rates, long bond yields and inflationary expectations

Alison Tarditi

Introduction

Australia, like many countries, has undergone extensive market deregulation and
internationalisation. More than two decades have elapsed since the initial relaxation of domestic
interest rate controls and just over one decade since the float of the Australian dollar. Interest rates
and exchange rates now constitute two of the most important channels through which macroeconomic
policy can affect the broader economy. Over the longer run, their influence extends to the efficient
allocation of capital and resources. The need for policymakers to better understand the forces that
determine the behaviour of these two variables motivates this research. In particular, it is now widely
recognised that expectations play a critical role in these mechanisms, affecting both the timing and
speed by which interest and exchange rates transmit shocks through to real activity and prices. While
theoretical discussions of the role of interest and exchange rates often incorporate forward-looking
expectations, it has been difficult to model this type of behaviour within an empirical framework.
This paper makes that attempt by developing behavioural models of the Australian real exchange rate
and the long bond yield which explicitly incorporate some forward-looking behaviour.

Section 1 begins with a review of existing macroeconomic models of the Australian
economy. These large-scale models offer the convenience of an internally consistent link between the
financial sector variables and the real economy and typically embody forward-looking expectations.
But their exchange rate and long bond yield equations reflect orthodox theoretical relationships; they
are not estimated equations. This section concludes that, for the purposes of practical policymaking, a
more complete analysis of the determinants of financial prices is required. The remaining sections of
the paper proceed to develop single equation, behavioural models.

Section 2 builds on the wealth of earlier applied econometric studies of the Australian
real exchange rate. This previous literature identifies roles for the terms of trade, net foreign liabilities
and long-term interest differentials in determining exchange rate movements. Direct roles for
macroeconomic policy and forward-looking expectations have, to date, been ignored. Herein, these
omissions are redressed. The explanatory performance of the real exchange rate equation developed
in this paper is found to be superior to earlier specifications.

In contrast, very little work has been undertaken in Australia on modelling the behaviour
of long bond yields. Section 3 attempts to address this gap. -Firstly, a model of the Australian ex ante
real long bond yield, deflated with the customary backward-looking measure of inflationary
expectations is specified. This draws heavily on Orr, Edey and Kennedy (1995) who identify a
comprehensive list of the fundamental determinants of real long-term yields across a 17 country panel
data set, including Australia. This time-series model suffers several inadequacies and raises the
question of how best to transform nominal bond yields into real magnitudes. Inflation expectations
are largely unobservable and the paper spends some time exploring a suitable methodology for their
measurement.

In practice, inflationary expectations can be heavily conditioned on a country's historical
inflation performance. In Australia, successful inflation reduction policies in the early 1990s appear
to have been accompanied by falls in existing measured inflationary expectations series. Section 3.2
discusses the inadequacies of these existing measures and estimates an alternative, forward-looking
inflationary expectations series. For this purpose, a Markov switching technique is used. This
methodology endogenises shifts in the series and produces estimates of the probabilities associated
with remaining in particular (high or low) inflationary regimes. A model of the long-bond yield,

- 140 -



deflated with this unconventional forward-looking series, performs quite well. The final section
concludes.

1. The macroeconomic model approach

The two most widely quoted macroeconomic models of the Australian economy are the
models developed by the private consulting firm, Econtech (the "Murphy" model)! and the model
developed by the Australian Commonwealth Treasury (the "TRYM" model)2. These macro models
embody similar philosophies, sharing many common features of design and specification. They have
similar theoretical underpinnings, with Keynesian properties in the short run (prices are sticky and
output is demand determined) and neoclassical properties in the long run. Equations describing the
exchange rate and the long-term bond yield are elements of the financial sectors of these models and
reflect orthodox theoretical considerations; they are not estimated behavioural equations. This
section briefly discusses these equations and their implied responses to shocks. For illustrative
purposes, this exposition pertains to the Murphy model.

The process of expectation formation is central to the performance of the macro model
equations. Financial-sector expectations are assumed to be completely forward looking. In the long
run, the equilibrium inflation rate is secured by assuming that the authorities target an exogenously
determined money growth path. Quarterly inflationary expectations are then calculated from a
weighted average of current inflation and the model's one-quarter-ahead predicted long-term
equilibrium inflation rate. The equilibrium inflation rate is that rate which is consistent with the
difference between money supply (nominal income) and real output growth in period ¢+40, as derived
from the steady-state version of the macro model.

1.1  Exchange rate determination

Each of the macro models employs a concept of the equilibrium real exchange rate. This
is defined as that rate which achieves macroeconomic (that is, simultaneous internal and external)
balance; it is calculated by a calibration of the steady-state version of the model prior to any dynamic
simulation. Following any shock, adjustment back to the equilibrium rate is assumed to be complete
within 40 quarters. After tying down the long-run real exchange rate, current and future changes in
the real exchange rate are determined by an uncovered interest parity condition — if foreign long (10-
year) interest rates are above domestic rates, the current value of the exchange rate must be below its
equilibrium value.

More specifically, in the long run (++40 quarters), the interest differential collapses (either
to zero or, alternatively, to some constant risk premium). Agents are assumed to be forward looking
and to understand the fundamental structure of the economy and so form model-consistent (rational)
estimates of the equilibrium real exchange rate. As mentioned above, this rate realises
macroeconomic balance and is akin to the concept of the so-called fundamental equilibrium exchange
rate (FEER), popularised by Williamson in the early 1980s.

1 Developed by Mr. Chris Murphy; the current disaggregated Murphy model consists of 538 equations.

2 TRYM was developed between 1990 and 1993 and consists of 23 estimated equations, 3 financial market identities, 2
default response functions for monetary and fiscal policy and about 100 identities linking these key variables (Downes
(1995)). Other macroeconomic models of the Australian economy include the Monash (see ORANI) model,
developed by the Centre of Policy Studies and Impact Project, Monash University, Melbourne; MSG2 and G-Cubed
Models developed by Prof. Warwick McKibbin, of the Australian National University Canberra. The financial sector
treatment in these models is comparable.
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Internal balance is interpreted, in the standard way, as achieving the undertying level of
potential output which is consistent with the NAIRU. External balance is more difficult to define and
In't Veld (1991), in calculating equilibrium exchange rates for each of the G3 countries, found that his
results were very sensitive to changes in this definition. The concept is intended to describe an
equilibrium position in the current account; in the Australian macro models this is achieved with a
stable ratio of foreign liabilities to GDP (typically stabilised at around 45 per cent, a little higher than
the current level)®. As with any intertemporal analysis, the path to external balance depends on
current assessments of the future values of variables. The part of the macroeconomic model that is
critical in this exercise is the trade sector which consists of equations expressing the dependence of
output and the balance of payments on demand and competitiveness (the real exchange rate). For
example, the present discounted value of future terms-of-trade shocks impacts upon the current
exchange rate to the extent that it moves the equilibrium exchange rate, in period ¢+40, to offset
income effects on the current account and restore external balance.

The equilibrium exchange rate reflects the specification of interactions within the
individual macroeconomic model. Bayoumi et al. (1994) conducted sensitivity analysis on the
macroeconomic models of several industrial economies. They found that the estimated range in the
calculated equilibrium exchange rates varied between 10 and 30 per cent. This degree of imprecision
implies that interpretation of such an equilibrium rate is perhaps better restricted to the identification
of relatively large exchange rate misalignments. Furthermore, the calculation of equilibrium real
exchange rates as a basis for policy depends on an analysis of whether there are predictable shifts in
the real exchange rate and the extent to which different sources of these shifts can be disentangled (for
example, structural changes from long-lag dynamics). This is an exercise more appropriately
undertaken in the behavioural framework outlined in Section 2.

1.2 Interest rate determination

Consistent with traditional textbook models, but ignoring the practical operation of
monetary policy, the short-term interest rate in these macro models is endogenous. The authorities are
assumed to target an exogenously determined growth path for money. A simple error-correcting
money demand equation describes the link between the financial and real sectors of the
macroeconomic model. The long-run component of this estimated money demand equation is
inverted to produce a monetary policy rule. In this way, the current level of the short-run nominal
interest rate is determined by medium-term changes in nominal demand relative to the money supply.
By its nature, the policy rule is arbitrary and a highly simplified representation of the policy formation
process*; the primary function of these mechanisms is to ensure that the economy moves towards a
stable growth path in the very long run. The Fisher effect is assumed complete and this delivers the
real interest rate.

At the other end of the yield curve, determination of the long bond yield is analogous to
the macro model's treatment of the exchange rate. Over the long run, international arbitrage ensures
that (subject to a constant risk premium) domestic and foreign long-term real interest rates are
equalised. In this way, aggregate demand and supply are equilibrated by adjustments in the real

3 This definition recognises that the current account on external transactions is the counterpart of the capital account.
The equilibrium current account represents the desired intertemporal reallocation of resources between countries and,
by identifying the preferred path for the current account, also identifies the preferred path for international debt (Clark
et al. (1994), p.14).

4 Strictly speaking, inverting an estimated money demand function to obtain the short-term interest rate is invalid.
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exchange rate. Movements in the Australian bond yield away from the foreign rate (equilibrium) are
then determined by a term structure calculation’.

1.3 Response to shocks

To better illustrate the relevant properties of the macroeconomic models, responses to a
domestic monetary policy shock and a terms-of-trade shock are illustrated (Figures 1 and 2)°.
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The specification of the term structure calculation is model-dependent. In the Murphy model, the yield on a 10-year
security is set equal to the expected return from holding a continuous sequence of one-quarter securities over the next
10 years. The expected returns from holding one-quarter securities are model-consistent (Murphy (1988)).

These results are obtained from simulations of the Murphy model. Given our understanding of the structure of
TRYM, they are broadly representative of the financial sector properties of both macroeconomic models.
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Firstly, a permanent 1 percentage point reduction in the exogenous money supply is
effected; this can be thought of as a standard textbook monetary policy tightening. Unfortunately, as
described earlier, the macro models are not set up to deal with an explicit interest rate shock. Such a
simulation would involve successive manipulation of the money supply, producing "bumpy" response
functions.

In the manner of forward-looking monetary models, the asset price variables "jump"
instantaneously in reaction to any shock, typically exhibiting a damped oscillation back to their long-
run paths’. A permanent 1 percentage point contraction of the money supply raises real short-term
interest rates by 0.63 of a percentage point (panel 1, Figure 1). This delivers a temporary fall-off in
demand and a 1 percentage point reduction in the price level. The price fall is anticipated and agents
immediately reduce their inflationary expectations by 0.14 of a percentage point.

Figure 2
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The nominal 10-year bond yield jumps up by 0.08 per cent in the initial quarter of the
shock; through the uncovered interest parity (UIP) condition, the nominal exchange rate must
depreciate by 0.08 of a percentage point per annum for the next 10 years in order to equalise domestic
and foreign returns. This requires an immediate appreciation of the exchange rate. Consistent with
the imposed theoretical condition of long-run money neutrality, the 1 per cent decrease in the money
supply has no effect on real variables in the long run, but leaves the nominal exchange rate
appreciated by 1 percentage point.

Alternatively, consider a sustained terms-of-trade shock, here effected through a
permanent increase in the foreign price of exports (Figure 2).

This shock raises domestic income; given that not all of this income is spent on imports,
the current account balance improves. The macro model's equilibrium exchange rate must appreciate
to generate a smaller trade surplus in the long run and thereby restore external balance. As well, a
proportion of the higher domestic income is spent on non-tradable goods; this places upward pressure
on prices and interest rates, appreciating the exchange rate via the UIP condition. In total, the real
exchange rate eventually appreciates by around 0.4 of a percentage point.

1.4 Assessment

The textbook-style impulse responses obtained from the macroeconomic models are
useful baseline cases, but policymakers need to think more critically about the determinants of
exchange rate and long bond yield behaviour. A number of points in particular are worth
highlighting:

J Within the macroeconomic model framework, the exchange rate and long bond yield
display an instantaneous "jump" response to all types of shocks. This is usually followed
by a damped oscillation to (partly) unwind the initial impulse. Experience suggests that
such impulse responses do not accurately capture real world dynamics.

J Inflationary expectations are also characterised as a "jump" variable; their instantaneous
response to shocks occurs before any adjustment in actual inflation. This feature of the
macro model approach does not line up closely with actual experience. In many cases, a
change in inflationary expectations has not occurred until after actual inflation has

changed.

) Macro models are designed to analyse shocks to the money supply. By contrast, policy
simulations are more naturally examined in terms of changes in the short-term interest
rate.

. The size of the estimated exchange rate responses to terms-of-trade shocks cannot

comfortably accommodate the long-standing observed correlation between movements in
the terms of trade and the Australian dollar (first documented by Blundell-Wignall and
Thomas (1987)).

. The assumption of UIP, embodying risk-neutrality (or a constant risk premium), perfect
capital mobility, efficiency in the foreign exchange market, and negligible transactions
costs has no empirical support (Smith & Gruen (1989) for Australia; Goodhart (1988)
and Hodrick (1987) for international evidence). Quite apart from the validity of the UIP
assumption, which turns on the issue of unbiasedness, predictions of future exchange
rates based on UIP tend to be highly inaccurate.

Therefore, the remainder of this paper proceeds to develop simpler, single-equation
behavioural models of the exchange rate and long bond yield. This approach allows a richer
characterisation of the distinctive behaviour of these variables in Australia.
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2, A behavioural model of the Australian real exchange rate

2.1 What determines the Australian real exchange rate?

Previous empirical work (the most recent and comprehensive of which is Blundell-
Wignall et al. (1993), hereafter BW) has identified three statistically significant determinants of the
Australian real exchange rate:

° the terms of trade;
U net foreign liabilities (proxied by the cumulative current account deficit);
U real long-term interest differentials.

Each of these is addressed in turn. Firstly, while all three "fundamentals" have been
reported as statistically significant determinants of the real TWI exchange rate over the period since
the floating of the Australian dollar, only the terms of trade has consistently retained its explanatory
power over a longer sample period (1973:2-1992:3). This latter result is consistent with the cross-
country study of Amano and Van Norden (1995) which documents a robust relationship between the
real domestic price of oil and real effective exchange rates in Germany, Japan and the USA. They
interpret the real oil price as capturing exogenous terms-of-trade shocks and find these shocks to be
the most important factor determining real exchange rates over the long run.

The relationship between the terms of trade and the Australian real exchange rate is
striking, as shown in Figure 38. Depreciations of the real TWI occurring in 1974-1978; 1984-1986;
and 1991-1993 were all associated with falls in the terms of trade (denoted by the pale grey bars in
Figure 3). Similarly, the real TWI appreciated over 1987-1989 and 1994 when the terms of trade
improved (highlighted by the darker grey bars).

Figure 3
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8 This is the terms of trade for goods and services. It seems reasonable to take the terms of trade as exogenous because
Australia's share of world trade is small and it exports relatively few differentiated products. Dwyer et al. (1994)
presents empirical evidence for Australia.
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An exception can be identified in the early 1980s. This period coincides with a resources
investment boom, promoted by the second OPEC oil-price shock and provides a good example of the
role that expectations can play in determining movements in the exchange rate. The resources boom
generated optimistic expectations about future improvements in the terms of trade and thereby, future
income; the TWI appreciated despite little change in the prevailing terms of trade. Given that the
anticipated improvements never eventuated, a correction in expectations contributed to the magnitude
of the real TWI depreciation over 1985 and the first half of 1986.

Secondly, Australia experienced a rapid and sustained rise in net foreign liabilities over
the 1980s (Figure 4)°. Increasing net foreign liabilities, as a share of wealth, require larger balance of
trade surpluses to restore equilibrium. Similar to the macro model mechanism of maintaining external
balance, this may require a depreciation of the real exchange rate to attract resources into the tradables
sector (of course, if the real return on investment is high, the higher trade surpluses may be achieved
without a real depreciation).

Figure 4

Australia's net foreign liabilities
As a percentage of GDP
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Thirdly, the vast majority of the literature finds that the long-term real interest differential
has the most success in obtaining significant and correctly signed estimates in exchange rate equations
(Gruen and Wilkinson (1991) and BW for Australia; Isard (1988) and Shafer and Loopesko (1983)
for international evidence). Long-term interest differentials are often justified on the grounds that
shocks to the real exchange rate can persist for long periods and this slow reversion towards
equilibrium is simply more appropriately matched by a correspondingly long-term interest rate!0.

9 Empirical work generally uses the cumulated current account deficit as a proxy for net foreign liabilities because it
abstracts from valuation effects.

10 Isard (1983) supports the use of long (10 year) interest rate differentials on the grounds that they are convenient to
interpret. As in the Australian macro models, he assumes that the expected real exchange rate in 10 years time is the
equilibrium exchange rate; in this way, the long (10 year) real interest differential (corrected for any risk premium)
can be interpreted as denoting the annual rate of real depreciation/appreciation of the dollar expected by the market
over the next 10 years.
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This seems curious given that the exchange rate is considered to be an important channel for
transmitting changes in the policy-determined short-term interest rate to the economy. De Kock and
Deleire (1994) estimate that, post-1982 in the United States, the exchange rate accounts for roughly
one-third of monetary policy transmission to output, compared to a near-negligible contribution
earlier. Perhaps it is the case that previous Australian studies did not have the benefit of a sufficiently
long sample period, after the floating of the Australian dollar, over which to estimate their exchange
rate models. At any rate, this seems to beg further investigation.

The real long-term interest differential in existing models could simply be replaced by a
real short-term interest differential. As customarily measured - using 12 months ended inflation rates
- real short-term interest rate differentials would reflect the prevailing stance of domestic, relative to
foreign, monetary policy; but they would fail to capture any market anticipation of the future paths of
short-term interest rates, inflation and growth.

Figure 5
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It is difficult to capture these forward-looking aspects in behavioural models. This seems
unsatisfactory in models of the exchange rate since financial market behaviour is generally
characterised by forward-looking expectations. Therefore, the novel approach taken here is to use a

- 148 -



measure of the relative slopes of the domestic and foreign yield curves. Estrella and Mishkin (1995)
and Mishkin (1994) provide evidence that the slope of the yield curve contains information about the
current and expected future stance of monetary policy!!. Inflationary expectations, and therefore
expectations of the future path of short-term interest rates, are reflected in long bond yields. Although
well-understood by policymakers, it is worthwhile digressing to illustrate this operational point
further.

Figure 5 depicts two episodes of monetary policy action in Australia. Between April and
December 1987 (top panel) and from December 1990 to March 1992 (bottom panel), the operational
instrument of monetary policy in Australia - the nominal cash rate - was reduced by around 5
percentage points. In the first episode, in 1987, the long bond yield remained relatively unchanged
(falling by a small 0.48 of a percentage point). By comparison, over the early 1990s episode, the long
bond yield fell by almost 4 percentage points. At this time, some progress on inflation was already
widely apparent in Australia and so market expectations for future inflation may well have moderated
with the reduction in the cash rate. To the extent that this explains the fall in the long end of the yield
curve, agents were not expecting short- rates to have to rise very much in the future. Relative to the
example in 1987, the slope of the yield curve remained fairly flat. By this measure, the stance of
monetary policy was relatively tighter than over the 8 months to December 1987, despite equivalent
movements in the nominal cash rate.

Also of interest to policymakers is the role of fiscal policy in determining exchange rate
behaviour. Rarely mentioned in earlier work on the Australian exchange rate, the impact of fiscal
policy can occur through two separate channels and is theoretically ambiguous:

° Firstly, the simplest Mundell-Fleming model predicts that expansionary fiscal
policy causes an appreciation of the exchange rate. The intuition for this result is
that increased government spending raises demand for domestic output which, in
turn, induces a currency appreciation (alternatively, increased demand exerts
upward pressure on interest rates which induces capital inflow and a stronger
currency). The appreciated currency reduces the value of foreign demand, which
restores the original level of output.

° Secondly, fiscal policy can impact upon the exchange rate through a risk premium.
Fiscal expansion may be penalised by investors who perceive an increased
probability of default or expect higher inflation in the future because they believe
that the incentive exists for the Government to "inflate" its debt away; in order to
hold Australian dollar assets, they demand a risk premium on domestic interest
rates. Furthermore, it is often argued that higher government budget deficits are
associated with negative sentiment on the exchange rate because they imply lower
national savings and thus greater net foreign liabilities in the longer run. In this
way, it is argued that the exchange rate depreciates. To the extent that the negative
sentiment arises because of the overall size of net foreign liabilities, rather than
their public/private composition, this effect may be partly captured, over the long
run, by a cumulated current account variable.

Both the monetary and fiscal policy variables discussed above seem likely to be
important, in addition to the variables identified in earlier work, for explaining movements in the
Australian real exchange rate. To ascertain the empirical validity of this proposition, the BW
equation, being the most recent in this literature, is tested for and appears to suffer from omitted
variable bias.

11 See also Cook and Hahn (1990) for a survey of the more recent literature and some support for the idea that parts of
the yield curve are useful in forecasting interest rates; Lowe (1992) provides evidence for Australia.
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Table 1 summarises the results from application of the "rainbow test", a member of the
Ramsey (1969) RESET family of tests for the omission of unknown variables (Utts (1982)!2). The
test is conducted over several post-float sample periods, when the exchange rate became a channel of
transmission for monetary policy; the null hypothesis of no omitted variables is consistently rejected.
The omitted variable(s) will be captured in the error process and as a consequence, the estimated
coefficients in the BW equation will be both biased and inconsistent.

Table 1
Omitted variable tests
RESET
BW equation Rainbow Significance level
test
1984:1-1992:3 (BW original estimation period)........ccccooniercirccnicnnririeanenns 3.11%* F(18.10) 0.035
1984:1-1995:2 (Update of BW estimation period)........ccooceveveiveivrineennne, 2.61%* F(24.16) 0.026
1985:1-1995:2 (This paper's estimation period) .......ccccovveeereeieeceenecneene 2.02%* F(22.14) 0.089

* ** Denote the null hypothesis of no omitted variables rejected at the 5% and 10% significance level respectively.

In an effort to address this bias, several modifications to the BW specification are made.
Specifically, the terms of trade and cumulated current account deficit are retained. A yield gap
differential (YGAP) replaces the long-term interest differential and takes the form:

¥GaP ={(i, i), -’} )

where:

(ic-if) : measures the slope of the domestic yield curve as the difference between the
domestic nominal cash rate (i;) and the domestic nominal long (10-year)
bond yield (i );

(i¢-if)* : measures the slope of the foreign yield curve using equivalent foreign

interest rates (see Appendix A for details on the construction of world
interest rates and Table B.2 in Appendix B for statistical confirmation of the
implied restrictions in (1)).

In addition, a role for fiscal policy is accommodated by including a measure of the
change in the Commonwealth Government budget balance, expressed as a proportion of GDP
(hereafter, the fiscal variable). While it would be preferable to use a cyclically-adjusted measure of
the fiscal position, this was not available for Australia!3.

12 The "rainbow test" compares estimates of the variance of the regression disturbance obtained from estimation over the
full post-float sample and a truncated sub-sample; if the null hypothesis is true, both variance estimates are unbiased.
The test statistic is an F-statistic, adjusted for the appropriate degrees of freedom. See Kmenta (1990, pp.454-455) for
a full description of the test. It should be noted that the consequences of omitting relevant explanatory variables are
the same as those of using an incorrect functional form.

13 Typically, the government budget tends to be in surplus when the economy is growing strongly and vice versa. The
fiscal variable was tested against domestic and foreign growth variables and measures of the output gap to eliminate
the possibility that it was just proxying the economic cycle. The fiscal variable retained its explanatory power over
both the shorter post-float period (1985:1-1995:2) and the longer, historical sample period (1973:4-1995:2).
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2.2 The empirical results

Following the convention for time series methodology, the order of integration of the real
exchange rate and its proposed explanatory variables is established (see Table B.3 in Appendix B for
detailed statistics). To this end, the Augmented Dickey-Fuiler (Dickey and Fuller (1981); Said and
Dickey (1984)) and Elliot, Rothenberg and Stock (1992) (DF-GLS) tests of a unit root null, together
with the Kwiatkowski, Phillips, Schmidt and Shin (1992) (KPSS) test of a stationary (trend
stationary) null, are employed!4. Confirming the results of Bleaney (1993) and Gruen and Kortian
(1996), these tests imply mean reversion of the Australian real exchange rate to a slowly declining
trend!®. Similar evidence of stationarity exists for other countries (see, for example, Phylaktis and
Kassimatis (1994); Liu and He (1991); Huizinga (1987)!¢). The integration tests also provide
evidence that the terms of trade and other explanatory variables are 1(0) processes.

Nevertheless, the analytical convenience of the unrestricted error correction framework is
exploited to specify a behavioural model of the real Australian TWI exchange rate!”. The model is
specified with 4 lags of each explanatory variable in the dynamics; sequential F-tests are used to
derive the following parsimonious representation:

1
Arer, = 0.+ Brer,_, +8tot,_, + Ocad,_, +YYGAP, + Y (p,-[AGDe%DP} +0Arot, +€, (2)
i=0 t—i

where:

rer : log Australian real TWI exchange rate;

tot : log terms of trade;

cad :  log cumulated current account deficit, expressed as a proportion of
GDP (defined such that a current account deficit is a positive
number);

YGAP . relative slopes of domestic and foreign yield curves as described in (1)
above;

AGDej/ . .

Gbp . fiscal variable, defined as the log change in the Commonwealth
Government deficit and expressed as a proportion of GDP (defined
such that a budget deficit is a positive number);

€ :  white noise error term;
A . first difference operator.

14 The null hypothesis of a unit root in the ADF and DF-GLS tests may result in a type II error; series may appear to
contain a unit root because the data are insufficient to provide strong evidence for rejection of that null. This is why
the KPSS test, with a null of stationarity, is also applied (see Appendix B for a brief description of this test).

15 From the perspective of modelling, the essential difference between the trend-stationary and integrated model
specifications is the nature of the process driving the stochastic component, and whether the series is trended.

16 Phylaktis and Kassimatis (1994), in examining real exchange rates in eight Pacific Basin countries (calculated using
the unofficial black market exchange rates), find evidence for mean reversion which suggests a half-life of four
quarters. Using amended variance ratio tests, Liu and He (1991) offer evidence that mean reversion is quicker in the
developing Asian countries relative to industrialised countries. Huizinga (1987) employs spectral methods to analyse
real exchange rates for ten major currencies vis-a-vis the US dollar. Various real bilateral rates against the US dollar
and the pound sterling were found to be mean-reverting, but against the Japanese yen, the exchange rates were
indistinguishable from random walks.

17 In this way, the analysis recognises that in finite samples, any trend stationary process is nearly observationally
equivalent to a unit root process where shocks are substantially reversed - that is, where the errors have a moving-
average component with a root near minus one (or a fat-tailed distribution for the error process). And, irrespective of
the order of integration of the variables, this modelling technique remains valid.

- 151 -



Given the time-series properties of the data, this specification is used to distinguish
different types of influences on the real exchange rate and, in this way, retains one characteristic of the
macroeconomic models described in Section 1 - namely, the general framework wherein the real
exchange rate - affected by speculative and cyclical factors - eventually tends towards a path
determined by underlying structural factors. The macroeconomic fundamentals, identified in Section
2.1 above, set the parameters within which the exchange rate should move in the short to medium
term and provide a pertinent framework from which to assess the appropriateness of policy settings.

Table 2

Real exchange rate model
Dependent variable: change in log real TWI

Explanatory variable 1985:1 — 1995:2 1973:4 - 1995:2

[B: Speed of adjustment! —0.51%** —0.25%%*
(0.12) 0.07)

O: TEImS Of trAAE, _{ ...ecvvvureemmeriirnriieriesnesaecsisseeseessesss s sesseeeeeenenns 0.46%** 0.22%%*
0.14) (0.07)

$: Cumulated Current aCCOUNT,_{ ....ocucvemrerereiieiemienictce s -0.01 —0.04**
(0.05) (0.02)

Y. Yield curve differential, _j.......cccooeeieninnnicini, 1.10*** 0.08
(0.35) 0.21)

! . Hokok 1.36%%*
(pl: . Flscal B SGRR LR L L R LEC L CL O R IR RETIED —487 —1.

204 2 g Fiscal 1 (7.15) (5.43)

0: ATerms of trade, ......ccoovuevereuceneiereiiiiniesie s ccecnieceeeensenee 141 %%k 0.89%**
(0.19) (0.16)

O COMSIANT......oiiiiiiiiiric e 0.16 0.09
(0.31) (0.25)

R7 ettt 0.74 0.35

DW ettt ettt s a e n et s et rn et en e e earan 1.53 1.88

2

ARCH(4) test Kot 1.33 3.26

[0.86] [0.52]
2

AR(4) test Koottt 5.48 5.19
[0.24] [0.27]

Jarque—Bera normality test X% ................................................................ 2.28 240
[0.32] [0.30]

RaiNbOW tESt.....ooviviiiiiict e 1.08 0.84
[0.45] [0.72]

1 This speed of adjustment implies a half life of 1 quarter; this is not unreasonable given that the real exchange rate is
trend stationary.

* *x *** denote significance at the 10, 5 and 1% level respectively.

Standard errors are in round brackets, probability values are in square brackets, and the F test statistic for the joint
significance of the fiscal variable is in parentheses, {}.
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The model is estimated over two sample periods; three decades of data encompass two
broad exchange rate regimes in which the dynamics of the real exchange rate are unlikely to be
identical. With this in mind, results for the real TWI over the post-float period (1985:1-1995:218) and
a longer, historical sample (1973:4-1995:2) are reported in Table 2.

Two points are worth noting immediately:

The model is estimated over two sample periods; three decades of data encompass two
broad exchange rate regimes in which the dynamics of the real exchange rate are unlikely to be
identical. With this in mind, results for the real TWI over the post-float period (1985:1-1995:21%) and
a longer, historical sample (1973:4-1995:2) are reported in Table 2.

. As expected, it is only after the floating of the Australian dollar that the exchange
rate has played a role in channelling changes in real interest rates through to the
broader economy?20,

J On the other hand, the cumulated current account deficit is only significant in
explaining the real exchange rate over the fuller, historical sample period; this
accords with its longer-run structural nature?!. Over this period, the level of
Australia's net foreign liabilities is estimated to have exerted some downward
pressure on the real exchange rate, but this has been of a relatively small order of
magnitude; a 1 percentage point increase in net foreign liabilities to GDP, ceteris
paribus, eventually leads to around 1/6 of a percentage point depreciation in the
real exchange rate.

The remainder of this section concentrates on interpreting the results obtained from
estimation of this model over the post-float period. Simple impulse response diagrams show the
estimated impact of a change in each of the explanatory variables, ceteris paribus, on the real
exchange rate.

As in Section 1.3, consider first a temporary monetary policy shock.

This is executed through a one percentage point (negative) steepening of the Australian
yield curve relative to the foreign yield curve, maintained for 8 quarters. In response, the real
exchange rate is estimated to appreciate by 2.2 percentage points; 76 per cent of the adjustment is
complete after 2 quarters (Figure 6a). This gradual adjustment of the real exchange rate to a monetary
policy shock is quite different to the "jump" response elicited in the macro model.

Secondly, similar to the results obtained by earlier work, a sustained one percentage point
increase in the terms of trade eventually delivers a 0.9 per cent appreciation of the real Australian
exchange rate (Figure 6b). This estimated response is almost double that returned by simulation of
the macro model exchange rate equation in Section 1.3. While there is some uncertainty about the
operation of the short-run dynamics, a literal interpretation of the behavioural model suggests that the
real exchange rate could appreciate by as much as 1.4 per cent in an initial response to this shock.

18 The foreign exchange market is given one year after the floating of the Australian dollar in 1983:4 to overcome initial
turbulence and establish its new regime; thus, estimation over the shorter sample period begins in 1985:1. If the entire
period since the float is included in the estimation period (ie. 1984:1) then a direct role for monetary policy is no
longer significant at the 10 per cent level.

19 The foreign exchange market is given one year after the floating of the Australian dollar in 1983:4 to overcome initial
turbulence and establish its new regime; thus, estimation over the shorter sample period begins in 1985:1. If the entire
period since the float is included in the estimation period (ie. 1984:1) then a direct role for monetary policy is no
longer significant at the 10 per cent level.

20 It is worth noting that the relative yield gap variable outperforms (statistically) the alternative short-term real interest
differential over this sample period (see Table B.4 in Appendix B for details).

21 This is the opposite of the BW result that the cumulated current account deficit is only significant over the shorter,
post-float sample period and even then, that it is outperformed by a simple trend (see Table B.1 in Appendix B).
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6a: Temporary 1% monetary policy shock — 1% steepening of domestic yield curve for 8 quarters

Figure 6
Real TWI exchange rate: impulse response
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The magnitude of the estimated real exchange rate response to terms-of-trade shocks is
something of a puzzle. Gruen and Kortian (1996) contend that this observed historical response
results from inefficiency in the foreign exchange market. They demonstrate the existence of large and
variable predictable excess returns to holding Australian assets over horizons of a year or more. This
is interpreted as evidence of a relative scarcity of forward-looking foreign exchange market
participants with an investment horizon of this length.

If this myopic behaviour does indeed prevails, participants in the foreign exchange
market may not be adequately distinguishing between temporary, soon-to-be-reversed, shocks and
longer, more sustained, shifts in the terms of trade. This would result in Australia's real exchange rate
moving more tightly with the terms of trade than is consistent with perfectly forward-looking investor
behaviour. While the smaller responses to temporary terms-of-trade shocks generated by the macro
models is theoretically appealing, the presence of excess returns in the foreign exchange market
undermines the predictions of UIP; this condition is the central relationship determining exchange
rate outcomes in the macro models.

Figure 7
The real exchange rate model: dynamic simulation and out-of-sample forecast
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Figure 8
A decomposition of real exchange rate movements
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Finally, over the full sample period (1973:4-1995:2), the average absolute value of
annual changes in fiscal policy has been in the order of 1 per cent of GDP. The largest fiscal
contraction occurred in the year to June 1988 and represented almost 1.7 per cent of GDP; the largest
fiscal expansion occurred in the year to June 1992, representing 2.9 per cent of GDP. Movements of
this magnitude are infrequent.

Given this historical profile, the fiscal policy shock illustrated in Figure 6¢ is a permanent
contraction of the Commonwealth Government budget deficit by 1 percentage point of GDP. The
shock is engineered through four quarters of 0.25 percentage point reductions in the ratio of the deficit
to GDP. As discussed in Section 2.1 above, the theoretical effect of a fiscal policy change on the real
exchange rate is indeterminate. But, consistent with the prediction from a standard Mundell-Fleming
model, a permanent 1 percentage point fiscal contraction is here estimated to instantly depreciate the
real exchange rate by around 2 percentage points, other things being constant.

To give some idea of the model's fit, Figure 7 compares the actual behaviour of the real
Australian TWI exchange rate over the post-float period, with its predicted values from this model.
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The top panel of Figure 7 plots the fitted values from the model when it is estimated using the post-
float data set, 1985:1-1995:2. In sample, the model fits very well.

The bottom panel of Figure 7 presents the model's out-of-sample forecasts. These are
obtained by re-estimating equation (2) using data to the December quarter of 1989 (or half the sample
period). Subsequently, actual values of the exogenous variables are used to obtain one-step-ahead
forecasts of the real exchange rate out to the end of the sample, 1995:2. Out-of-sample, the equation
captures most of the actual movements in the real exchange rate and picks the major turning points in
the early 1990s and again around the end of 1993.

It is also instructive to ascertain the model's interpretation of historical movements in the
real exchange rate. To this end, using all the data over the post-float sample period (1985:1-1995:2),
the model is simulated dynamically. Sub-periods of pronounced exchange rate movement are then
identified. Over each of these periods, the change in the simulated value of the real exchange rate is
calculated and decomposed into the contribution attributable to movements in the terms of trade and
each of the policy variables (Figure 8)22.

The rapid depreciation of the real TWI to mid-1986 is overwhelmingly attributable to the
falling terms of trade. Over the first half of this sub-period, despite a relatively steeper yield curve in
Australia, the effect on the real exchange rate from the declining terms of trade dominated. While it is
clear that relative monetary policy movements affect the real exchange rate, their contribution is often
overwhelmed by other (temporary) factors.

A rising terms of trade was responsible for 65 per cent of the predicted appreciation of
the real TWI over the remainder of the 1980s. The yield differential made some smaller contribution
at the beginning of this period. Fiscal policy had little effect.

Between 1990 and end-1991, the real exchange rate was relatively stable, with downward
pressure from the terms of trade largely offset by expansionary fiscal policy. Possibly reflecting
expectations of domestic inflationary pressure, the yield differential as well as fiscal policy made
some contribution to the depreciation of the dollar over 1992-1993. Most recently, the terms of trade
have, once again, appeared to dominate.

The overwhelming importance of temporary terms-of-trade shocks for Australia's real
exchange rate is a documentable historical fact. Nevertheless, this result appears at odds with
standard economic theory and, as discussed above, the assumption of market efficiency.

3. A behavioural model of the Australian long-term interest rate

In contrast to the volume of literature on determinants of the exchange rate, work on
modelling the behaviour of the Australian long bond yield is scarce. This paper takes Orr et al. (1995)
as a starting point for its research; these authors provide a succinct yet comprehensive discussion of
the determinants of real long-term bond yields for a panel of seventeen OECD countries, including
Australia. By using the "fundamental" variables identified by Orr et al., this section develops a time-
series equation for the Australian ex ante real long bond yield. Ex ante real rates are difficult to
measure because inflation expectations are largely unobservable. In this regard, the paper takes two
alternative approaches.

Firstly, expectations are assumed to be adaptive (backward-looking) so that the nominal
long bond yield is deflated, in the customary way, using actual past inflation rates. The parsimonious
specification of this model seems dependent on an inflation risk premium variable which has little
appeal within this time-series representation.

22 These contributions do not sum to 100 per cent because the contribution from the dynamic specification of the model
is not included.
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An alternative approach is posited in Section 3.2. Forward-looking expectations are
generated by estimation of a model that endogenises shifts between a high and a low inflation regime.
This methodology seems particularly apt for Australia, where successful inflation reduction policies in
the early 1990s have been accompanied by a discrete shift in existing survey measures of inflationary
expectations. A single equation, time-series model for the real long bond yield deflated with this
unconventional forward-looking inflationary expectations series, is well-behaved.

3.1 The real bond yield fundamentals in brief

I begin with the principle determinants of real long bond yields. Orr et al. list these
determinants as the domestic rate of return on capital, the world real long bond yield, and various risk
premia. They note that these risk premia are likely to depend on:

] the perceived degree of each country's monetary policy commitment to price
stability. Recognising that the expectations of market participants may follow
some adaptive process, they use the existing level of inflationary expectations,
conditioned on some longer-run historical performance (the average rate of
inflation over the preceding 10 years). In this way, movements in bond yields
relative to changes in current inflationary expectations will depend on the weight
that investors attribute to Australia's relatively poorer historical inflation
performance;

] the expected sustainability of government fiscal and net external debt positions.
Orr et al. measure these by the ratios of government budget positions and
cumulated current account deficits, respectively, to GDP;

o some undiversifiable domestic portfolio risk associated with holding bonds?3.

Following the time-series methodology outlined in Section 2, the real long bond yield,
(r), deflated, first of all, with (annualised) quarterly underlying inflation rates, is determined by an
unrestricted error correction model24. Tests of the order of integration of each variable are presented
in Table C.1 in Appendix C. Four lags of each of the differenced "fundamental" variables, together
with domestic growth, were included in the initial dynamic specification of the model; F-tests were
then used to derive the parsimonious final model:

An=ar_ + B{EIO - E, (7‘)} +YoRetCap,_, + 6Ar,_; + 0ARetCap,_,

1
+XOA[Et(1t PF, )] + XZA[Et(nPF )] , +0AGDef, + Y., g,_; +€, )
it Tl :
i=0

where:

v, . real Australian 10-year bond yield deflated with annualised quarterly
underlying inflation rates;

{ﬁm —-E, (n)} . inflation differential variable;

RetCap : return on capital;

GDef . Commonwealth Government Budget deficit, expressed as a
proportion of GDP (a deficit is denoted as a positive number);

g : domestic GDP growth;

23 It may also be the case that some degree of liquidity risk exists for Australia, due to a relatively shallow bond market.

24 Annualised quarterly inflation rates are used to avoid the introduction of autocorrelation.
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A . difference operator;

€ white noise error term.

t

The estimation results are presented in Table 3 (see Table C.2 in Appendix C for the full
dynamics). Despite the richness of the Orr et al. cross-sectional specification, only the return on
capital and the inflation credibility risk premium were found to be significant fundamental
determinants of the Australian real bond yield in this time-series model.

Table 3

Real long interest rate model
Dependent variable: Ar

Explanatory variable Coefficient
Speed of adjustment Parameter ..........c.oocueerierreereeenieceieeeiee e e -0.513%**
(0.10)
Return on capital ........occoiiiiiiiiiiiiie e 0.164***
(0.04)
Inflation term: (EIO - E,(TC)) ................................................................... 0.256%%*
(0.08)
‘E2 ......................................................................................................... 0.60
D ettt e 1.76
2
ARCH test KT oo, ‘ 0.882
[0.347]
AR(4) test Z
(4) tes X et ee e 398
[0.512]
: 2
Jarque Bera normallty teSt Xl ........................................................... 096
[0.618]

* kx xx* denote significance at the 10, 5 and 1% level respectively.
Standard errors are in parentheses, probability values are in square brackets.

A one percentage point rise in the domestic return on capital in this model implies an
eventual increase in the real long bond yield of about 1/3 of a percentage point; this compares to
around 1/4 of a percentage point in the Orr et al. estimation. While the inflation differential variable
has some appeal for estimation with panel data, it's appropriateness within this time-series framework
is difficult to justify. This is because, by construction, the real bond yield will often be relatively high
in periods when the current (expected) rate of inflation is low; this will also be true of the inflation
variable. That is, the existence of some mean reversion in inflation would generate this positive,
significant coefficient.

The fit of the model is represented in the top panel of Figure 9. Out-of-sample forecasts
are obtained by estimating the model to December 1991; actual values of the exogenous variables are
then used to forecast the real long bond yield forward through time. The results are presented in the
lower panel of Figure 9. The model predicts the fall in the real long bond yield over the early 1990s
and its trough in 1993. However, it fails to anticipate the extent of the rise in the real bond yield over
the course of 1994, suggesting, perhaps, that the world-wide bond market sell-off was not completely
consistent with fundamentals. Despite the fact that a similar pattern was documented in most OECD
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countries over 1994, the panel estimation in Orr et al. also fails to predict bond yield behaviour over
this period.

Figure 9
Real long bond yield model: simulation and out-of-sample forecast
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Given the reservations with the model's (likely spurious) dependence on the inflation

differential term, (Elo - E,(n)) , it may be the case that the dependent variable, measured as it is, with

backward-looking inflationary expectations, is not an adequate measure of the ex ante real long bond
yield. The remainder of this section explores an alternative real long bond yield model that assumes
inflation expectations to be forward looking.

3.2 Measuring inflationary expectations
The gap between nominal and indexed 10-year bond yields is often used to estimate

financial market expectations of the average rate of inflation over the next 10 years. However, in
Australia's case, the indexed bond market has only very recently become liquid; historically, indexed
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bonds were held in concentrated parcels and were not actively traded in a secondary market at all until
1993. An alternative measure of inflationary expectations is available from the Westpac Bank and the
Melbourne Institute. A random selection of 1,200 adults aged 18 and above, sampled Australia-wide,
are asked to respond to a question about how much they expect prices to rise over the next twelve
months; their responses are weighted to reflect population distribution. The disadvantage of this
survey series is that it asks about inflationary expectations over the next 12 months - not over the next
10 years. Perhaps more importantly, the expectations of consumers might differ from those of
financial market participants (Figure 10).

Figure 10
Survey measure of inflationary expectations and the nominal 10-year bond rate
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This paper proposes a different approach to measuring expectations which exploits the
Markov switching technique and endogenises shifts in the inflation process through time?>. In brief,
this methodology allows the process of inflation to be characterised by two different regimes, the first
identified by relatively high inflation; the second, by relatively low inflation. Switches between these
states are based on a probabilistic process?®. Maximum likelihood estimation of the two-state model
returns a probability that inflation is in one or other of these regimes. This is used to construct a
probability-weighted n-period-ahead inflationary expectations series which is, by its nature, forward-
looking. Thus constructed, this series is found to be superior to its survey alternative in a model of
the nominal bond yield (Section 2.3).

More specifically, inflation is specified to depend on its own past values and forward-
looking measures of the output gap (itself measured by a Hodrick-Prescott filter on GDP(A)). Three
forecasting methods are tried:

25 Initial work with Markov switching models was done by Hamilton (1989, 1990) with applications to business cycles.
Recent work by Evans and Wachtel (1993) and Laxton, Ricketts and Rose (1994) (and Simon and Tarditi (1995,
mimeo) for Australia) has applied the technique to inflation with a view to examining the issue of central bank
credibility. The Gauss programme used for estimation of the Markov switching model is an adaptation of that used by
Hamilton (1989) and Goodwin (1993) and I thank Thomas Goodwin for generously providing me with the computer
code.

26 A Markov process is one where the (fixed) probability of being in a particular state is only dependent upon what the
state was last period.
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First, agents are assumed to have perfect foresight so that they know the output
gap existing in the period over which their inflationary forecast is relevant. In this
case, the probability-weighted inflationary expectations series is a function of

lagged inflation and the actual future output gap (and is denoted EPF’(R, +,,) for
perfect foresight Markov measure):

EPF;(TEHn) = f{nt_pGAPH,-}; i=0,1,2,..,n-1 (4)

In this way, inflationary expectations over the next year (n=4 quarters) would be

Epr, (n,+4); over the next 10 years, Epp, (n,+40).

Alternatively, the assumption of perfect foresight can be relaxed so that
inflationary expectations are a function of lagged inflation and a mean-reverting
output gap (and this measure is denoted E MR’(n, M) for mean-reverting Markov
measure):

Epr,(Mysn) = gm,_1,GAP, 1 120,12, ,n 1 (5)

where: GAP,,; = GAP,_I(l - i+ %j

In this way, n=4 quarters is roughly consistent with a 4 to 5 year business cycle; at

any point in time, #, the output gap is not known (although GAP,_; is known), but
is expected to close within 5 quarters.

Finally, since similar analysis in the literature has commonly been univariate, the
output gap is excluded altogether (this worsens the fit of the model but leaves the
general dynamics relatively unchanged).

Quarterly data from the past 35 years (1959:4-1995:2) are used to estimate the model
parameters with maximum likelihood techniques. For convenience, only the results from estimation

of the first specification, Epf (n, +n) , which assumes perfect foresight of the output gap, are presented

below. State 0 identifies the 1970s and 1980s as episodes of relatively high inflation in Australia and
the estimated model describes underlying inflation as a persistent (but not integrated) process around a
mean of 8.7 per cent. State 1 identifies the 1960s and 1990s as low inflation regimes where shocks
are less persistent and inflation reverts to a mean of 3.3 per cent.

State 0: High inflation regime* State 1: Low inflation regime
7% =0.40+0.8%,_; +0.09GAP, | +¢’ T =0.54+0.347, , +0.11GAP,_| +¢!
0.17) (0.07) (0.03) 0.12) (0.14) (0.03)
¢0 = 7.1.04,/c? e = 2,02
pls, =0Js,_; =0)=0.989 pls, =1s,_; =1)=0.980

z~N(0,1) ©?=0.14+0.47¢>
(0.03) (0.20)
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Figure 11 illustrates the probability of being in the high inflation state, 0, at each point in
time. It is this series which is used to appropriately weight one-step-ahead forecasts from the inflation
models of state 0 and state 1 to construct what will be referred to as the "Markov inflationary
expectations series". This approach has two advantages. It explicitly incorporates the forward-
looking behaviour customarily associated with financial market participants and assumed in the macro
model approach. Furthermore, this method can deliver a longer-horizon measure of inflationary
expectations, n periods ahead, as per (4) or (5). These n-step-ahead estimates embody more realistic,
behavioural processes than the simple log linear interpolated values used in the macro models.
Expectations 2 years ahead, as well as 1 year ahead, are calculated.

Figure 11
Underlying inflation and the probability of being in the high inflation regime
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It is clear from Figure 12 that the behaviour of the Markov expectations series is quite
distinct from that of the consumer survey measure. For exposition, only the Markov 1-year-ahead
inflationary expectations, generated by agents with perfect foresight of the output gap, E PF, (n,+4), are

illustrated in Figure 12. The alternative, mean-reverting output gap specification and the 2-year-ahead
forecasts of Markov expectations exhibit similar patterns and timing.

3.3 Empirical results for the long bond yield equation with forward-looking
inflationary expectations

The relevance of the various Markov forward-looking expectations series, in contrast to

the survey measure of consumer expectations, is examined for explaining movements in the nominal

bond yield. This is achieved by estimating an unrestricted ECM of the form:

i = OCEA‘t (Tct+40) +YZ +0AX +¢g, (6)
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where:

i :  nominal 10-year bond yield;

>

t(nt+40) . estimated average rate of inflation expected over the next 10 years
proxied either by one of the Markov measures of inflation
expectations or the consumer survey measure;

zZ . vector ofi explanatory variables for the real 10-year bond yield as
described by Orr et al. (1995) and discussed in Section 3.1 above;

X :  vector of dynamics;

g, :  white noise error term.

Four lags of each of the differenced explanatory variables were initially included in the
dynamic specification of the model; F-tests were then used to derive the parsimonious final model.

Table 4 summarises the results from estimation of (6) using the competing measures of E, (1,040

Figure 12
Alternative measures of inflationary expectations
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The Markov one-year-ahead inflationary expectations measure, calculated using the
assumption of perfect foresight for the output gap, EPE(n, .4), was found to have the greatest

explanatory power for movements in the nominal long bond yield (model #1); it clearly outperforms
the survey measure (model #3). The alternative Markov measure, based on an assumption of mean-

reversion in the output gap, rather than perfect foresight, but with an equivalent 1-year forecast
horizon, Ejp (n,+4), also performed better than the survey measure; however, in this equation, model

#2, the real long foreign bond yield became insignificant. Two-year-ahead Markov expectations in
models #3 and #4 were slightly less significant; the foreign long bond yield was insignificant in these
equations as well.
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Table 4

Australian nominal long bond yield equation
Dependent variable: Ar
1981:1-1995:2

Model E(11n) o Z Hy:o=—
# Measure of B Speed of adjustment Yo Y1 R? (p-value)
E(m,,40) (t-statistic) (t-stat) Return on capital r*
(t-stat) (t-stat)
1 Epg(ni44) 0.204 -0.241 0.079 0.13 0.332 0.61
(4.80) (4.36) (2.68) (1.90)
2 Epr (mr44) 0.223 —0.226 0.083 - 0.284 0.93
(4.10) (4.38) (2.97)
3 Survey 0.262 -0.299 0.083 - 0.271 0.33
(3.09) (3.47) (2.31)
4 Epp(m4g) 0.091 —0.065 - - 0.216 0.32
(2.05) (2.95)
5 Epg (my44) 0.245 -0.210 0.066 - 0.214 0.44
(3.21) (3.61) (2.33)
The remainder of this section concentrates on the results obtained from model #1's
specification (see Table C.3 in Appendix C for the full estimated dynamics):
. . %
A, = 0,y + B[EPF, (Mrsa )]t_l +YoRetCap,_+y1;_y
(7

actual data very well (Figure 13).

2
+,0,An + ¢A[EPF, (70 )]t—l tVg 3t
i=0

where:

€

nominal Australian 10-year bond yield;

Markov model estimates of inflationary expectations as defined in (4)

above or consumer Survey measure;

return on capital;

US real 10-year bond rate;

domestic GDP growth;

difference operator;

white noise error term.

Full-sample predictions from this very simple nominal long bond yield equation fit the

As in Section 3.1, out-of-sample forecasts were obtained by

estimating the model to December 1991; actual values of the exogeneous variables were then used to
forecast the nominal long bond yield forward in time. The model anticipates the turning point in bond
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yields in late 1993 as well as their subsequent pick-up over 1994, presumably because it contains the
foreign bond yield (#*); the other models did not.

Figure 13
Dynamic simulation and out-of-sample forecasts
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The null hypothesis in the final column of Table 4 tests whether the Fisher Hypothesis
holds, such that movements in inflationary expectations are matched one-for-one by movements in the
nominal interest rate. This restriction is necessary for valid reparameterisation of model #1 (equation
(7)) as a real bond yield equation; the null hypothesis could not be rejected. Trivially, additional
restrictions are also accepted such that this model, re-estimated as a real bond yield equation, delivers
the same parameter estimates on the Z variables.

In this way, while equation (3) in Section 3.1, presented a model of the real 10-year bond
yield, deflated with backward-looking expectations, equation (7) provides an alternative model which
derives real yields by using a forward-looking Markov measure of expectations and has the following
main features:
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the Australian nominal long bond yield reacts to a change in inflationary
expectations with a lag (bottom panel of Figure 14). In contrast, a permanent 1
percentage point rise in the US real long bond rate, ceteris paribus, causes the
Australian real long bond yield to react instantaneously; by the second quarter
after the shock, the domestic long bond yield would be around 0.54 of a percentage
point higher (panel 2, Figure 14; this is larger than the 0.30 of a percentage point
implied by the Orr et al. cross-section estimates for Australia).

consistent with the result obtained from estimation of equation (3), a permanent 1
percentage point improvement in the return on Australian capital raises the
domestic real yield by around 1/3 of a percentage point; this response occurs more
slowly than that estimated for a change in the US real rate (panel 1, Figure 14).

Further research could investigate the possibility of including elements of both forward-
and backward-looking expectations within a model of Australian bond yields.
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Conclusion

There is no single, simple conclusion to be drawn from this research but rather, a series
of points can be made.

Interest rates and exchange rates now form part of the transmission mechanism by which
policy changes feed through to the broader economy. Expectations play a critical role in this
mechanism, affecting both the timing and speed of transmission. Theoretical discussions of interest
rate and exchange rate markets typically characterise expectations as forward looking. However, it
has been difficult to model this type of behaviour within an empirical framework.

One approach has been to rely on the relevant components of full-scale, intertemporal
macroeconomic models. These models embody theoretically consistent long-run properties and
rational forward-looking expectations. In Australia, such exchange rate and bond yield equations are
not estimated; they reflect orthodox theoretical considerations including uncovered interest parity and
the term structure hypothesis. But the textbook-style results produced by these macro-models have
limited relevance for practical policymaking.

Alternatively, single equation, behavioural models can be used to document the observed
historical relationships in the data. These have typically assumed that expectations are formed
adaptively, that is, are backward looking. The research in this paper concentrates on introducing a
forward-looking element into behavioural models of the Australian real exchange rate and long bond
yield.

Given that expectations play a central role in determining the responses to various
shocks, the macroeconomic and behavioural model approaches are probably best distinguished by a
comparison of impulse response functions. In particular, these two methodologies provide different
characterisations of the behaviour of the real exchange rate. In the macro model framework, monetary
policy shocks elicit an instantaneous change in the real exchange rate which is subsequently and
gradually unwound. In contrast, the behavioural model does not return this instantaneous "jump"
response. Instead, the real exchange rate only gradually transmits a change in monetary policy
through to the broader economy so that the full impact of the policy change through this channel is
felt with a lag. Despite very different adjustment paths, both models produce final responses of a
similar order of magnitude.

On the other hand, about half of a sustained terms-of-trade shock is finally passed
through to the real exchange rate in the macro models; this occurs through an initial jump in the
exchange rate, followed by gradual adjustment towards the long run. While this result is theoretically
appealing, it does not describe the actual behaviour of the Australian real exchange rate. The
behavioural model estimates that the real exchange rate moves much more closely with terms-of-trade
shocks, regardless of whether the shocks are temporary or sustained over very long periods. Some
overshooting is estimated to occur immediately. This result is puzzling but it is consistent with the
idea that agents in the foreign exchange market have only a relatively short horizon. The inherent
difficulty of incorporating inefficient mechanisms into the macro model framework may be one
source of the disparity between the macro model results and those recorded by the behavioural
models.

Incorporating forward-looking behaviour into a bond yield equation is less
straightforward. In this paper, it is achieved by explicitly modelling the formation of inflation
expectations. Expectations are generated from a series of assessments about the probability of shifting
between a high and a low inflation regime. This is particularly apt in Australia, since a discrete shift
in inflationary expectations occurred in the early 1990s. The superior performance of the shorter
horizon expectations suggests that some myopia may exist in this market as well. Further work in this
area might consider whether there are roles for both forward and backward-looking elements within
the model.
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Appendix A: Data sources

The data for Section 2 of the paper were collected for the period from September 1973 to
June 1995. The data for Section 3 were collected for the period from December 1979 to June 1995.
All indexes are based to 1989/90=100. This Appendix lists each of the variables used in the paper
together with their method of construction and original data source(s).

Real exchange rate

Index.
Reserve Bank of Australia.

Terms of trade

Index; seasonally adjusted; goods and services measure.

The terms of trade was spliced to the goods and services trend measure at September
1974.

Australian Bureau of Statistics, Catalogue 5302.0, Table 9.

Nominal gross domestic product (GDP)

Millions of A$; seasonally adjusted; income measure.
Australian Bureau of Statistics, Catalogue 5206.0.

Real gross domestic product

Average measure.
The growth variable is the quarterly growth of real GDP.
Australian Bureau of Statistics, Catalogue 5206.0.

Cumulated current account

Current account balance; millions of A$; seasonally adjusted.

The cumulated current account for each quarter is calculated as the cumulative sum of
quarterly current account balances from September 1959 and taken as a proportion of
annualised GDP:

ie. Z;zlcurrentaccountj / (GDP, x 4)
Australian Bureau of Statistics, Catalogue 5302.0, Table 3.

Net foreign liabilities

Net international investment position at end of period; millions of AS$; not seasonally
adjusted.

Annual data for the period June 1974 - June 1985, quarterly data afterwards; expressed as
a proportion of annual GDP.

June 1974-June 1978: Reserve Bank of Australia Occasional Paper No. §;

June 1979-June 1995: Australian Bureau of statistics Catalogue 5306.0, Table 1.

Fiscal

Commonwealth government budget balance.

The fiscal variable for the four quarters of each fiscal year is measured as the change in
the annual Commonwealth government budget balance as a proportion of GDP,
calculated on a quarterly basis.

1995/96 Commonwealth Budget Paper No. 1.
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Cash rate

Reserve Bank of Australia Bulletin, Table F1 and internal sources.

90-day bank bill

Reserve Bank of Australia Bulletin, Table F1 and internal sources.

10-year bond rate

Reserve Bank of Australia Bulletin, Table F2 and internal sources.

GDP in US dollars

Annual GDP for the United States, Canada and the United Kingdom, measured in
millions of US dollars, are applied as weights in the construction of world variables. The
UK measure of GDP is quarterly and is converted into an annual measure.

World short interest rates

The world short interest rate is calculated as the weighted arithmetic average of short
interest rates (3-month Treasury bills) from the United States, Canada and the United
Kingdom. Each country's GDP, measured in US dollars, are used as weights.

World long interest rates

The world long interest rate is calculated as the weighted arithmetic average of long
interest rates for the above countries, with GDP in US dollars used as weights.

Real interest rates

Real interest rates for the exchange rate section are calculated by deflating the interest

rate by a corresponding measure of four-quarter-ended inflation ie. (1 + i,f / 1+ ni) —1. For

the bond yield equation, US long bond yields are deflated by quarter-ended inflation.

Australia: Treasury underlying price index. Commonwealth Treasury.
United States: Underlying price index. Datastream code: uscpxfdef.

Canada: Underlying price index; Datastream code: cnd20833.
Consumption deflator. Datastream code: cnipdcone.
The underlying price index is spliced to the consumption deflator at March
1986.

United Kingdom: Underlying price index. Datastream code: ukrpiy..f.
Consumption deflator. Datastream code: ukipdcone.
The underlying price index is spliced to the consumption deflator at
March 1987.

Yield differential

The yield differential is calculated as the difference between the Australian and world
yield curves. The yield curve for Australia is measured as the difference between the
cash rate and the 10-year bond rate. The world yield curve is measured as the difference
between short and long nominal world interest rates.
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Inflation

Treasury underlying rate.
Commonwealth Treasury.

Return on capital

The return on capital is measured as corporate GOS divided by gross capital stock.
Australian Bureau of Statistics catalogue 5206.0 and 5221.0.

Inflation expectations

Constructed from a Markov switching model using underlying inflation and an output
gap. The output gap is calculated as the percentage deviation of nominal GDP(A) from a
Hodrick-Prescott trend.

Survey

The survey variable is the Westpac/Melbourne Institute survey of consumer inflation
expectations over the next four quarters.
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Appendix B: The behavioural model of the Australian real exchange rate: integration tests and
diagnostics

Table B.1
Testing the Blundell-Wignall et al. (1993) equation:
cumulative current account deficit (CCAD) or trend?

Model Estimate coefficient!
1985:1-1995:2 CCAD Trend
Original specification - CCAD.........ccccooeviiiicciennneenne —0.281 (-2.60%)
Adding a trend term.........cooiiniiii 0.626 (1.49) -0.012 (-2.15%)
Replacing CCAD with a trend term...........c..cocooverennnnennes —0.004 (-3.11*%)
1 Estimates are taken from the Bewley Transformation of an unrestricted error correction model; figures in

parentheses denote t-statistics; * denotes significance at the 10% level.

Table B.2
Yield gap variable: testing the null of the validity of the implied restrictions

YGAP = y{(is i) =i _iL)*}

Sample period Test-statistic Significance level
1985:1-1995:2 ..o 1.06 F(3,31) 0.38
1973:4-1995:2 ...oovvimiiiiiie e 0.77 F(3,76) 0.51

The DF-GLS test (Elliot et al. (1992)) is a modified version of the Augmented Dickey-
Fuller (ADF) t-test, having the advantages that it exhibits superior power properties and suffers from
only small size distortions in finite samples. The testing procedure involves demeaning or detrending
the series using Generalised Least Squares and then running the ADF test regression using that series.
The constant and time trend terms are omitted from the test regression. The t-statistic on (p-1) is then
used to test for significance against the appropriate critical value. The demeaned case (DF-GLSH) is
comparable to including a constant term in the ADF test; the critical values are taken from Fuller
(1976) and the no-constant variant of the MacKinnon (1991) table. The detrended case (DF-GLS?) is
comparable to including a constant and a time trend in the ADF test; the critical values have been
tabulated by Elliot et al. (1992).
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Table B.3a
Integration tests: 1973:4—1995:2

H, : Non-stationarity H, : Stationarity
D, T, T, DF-GLS, | DF-GLS, KPSS ; KPSS

Real exchange rate................ 5.48+ -3.31» -1.77 —2.92+ —2.03+ 0.05 0.78+**
Terms of trade ..o 10.6%+ | —4.07+** | --2.86* —5.67+++ —6.22¢++ 0.14* 0.72++
Prices....ccoccmimniiiniiiiins 8.33#+ -2.32 —3.80%*+ | 0.62 1.68 0.25%2+ 0.17
Current account ... 7445+ -3.86*+ | -2.10 —4.13%++ —3.29%++ 0.13* 0.58%*
Debt....c.ooverrereieriinciiiiinnes 1.76 -1.87 -0.26 —3.18++ 0.03 0.09 1.06++*
Government deficit................ 6.97** —3.71# [ =331+ | -1.99 ~2.12#+ 0.08 0.23
Yield gap.....ocoooreivvinnnine, 5.00 -3.15+ | -3.17 —4.48++x 4. 1] %ex 0.13* 0.14
Yield gap*......mmcmimnrccicnns 5.01 ~3.16+ —2.78* ~8.43#4% —8.83%++ 0.05 0.26

Table B.3b

Integration tests: 1984:1-1995:2
H, : Non-stationarity H, : Stationarity
D, T, T DF-GLS, | DF-GLS, KPSS KPSS,

Real exchange rate................. 3.03 -2.36 —2.26 —4.934x+ —2.22%» 0.08 0.16
Terms of trade ..........ccoovvneeee 8.96%+ | —4.17+++ [ 4244+ | _3.63%x —3.43+s+ 0.07 0.08
Prices........ccovivvninniiieninns 6.67* -1.99 =3.60%+ | -1.14 1.12 0.17+* 0.61++
Current account ........ooveenveee. 6.13* —3.43+ —3.37xx 4,78+ —5.56%+ 0.07 0.12
Debt......oovvvrrimniiiin, 11.35%++ | —4.74%+ | —0.07 —3.39%+ 0.76 0.06 0.63++
Government deficit................ 6.61++ | —3.31* ~3.23%+ -1.27 -1.55 0.15%+ 0.15
Yield gap......ccocvviviiiceccnnes 6.78++ | —3.63% | -2.46 —5.48%x> —6.14+» 0.13+ 0.32
Yield gap*.....cecrcseresennsione 2.78 -2.29 -2.37 —4.08++* —5.02%++ 0.13+ 0.13

* ** and *** denote significance at the 10, 5 and 1% levels respectively. @, refers to the likelihood ratio test of (a,B,p) =

(0,0,1) in ¥, = o+ Pt + pY,_; +e,. The critical values are from Dickey and Fuller (1981). 1 refers to the Augmented Dickey

Fuller (ADF) "t-tests"; T, includes a constant and trend and T, includes a constant only. The critical values are from

Fuller (1976). DF-GLS. and DF-GLS, are a modified trend and constant versions, respectively, of the ADF tests
proposed by Elliot, Rothenberg and Stock (1992). KPSS is a test proposed by Kwiatkowski, Phillips, Schmidt and Shin
(1992) which tests the null hypothesis of stationarity. A truncation lag of 8 is used for the calculation of the estimate of
the error variance.
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The KPSS (1992) test is applied in the following way. All series can be written as the
sum of a trend (§,), a random walk (r,), and a stationary component (g,) such that:

e =E;t+rt+et

where:  r=r_+uy

If the series is stationary (that is, there is no random walk component), the variance of u;
will be zero. The test statistic for the null hypothesis of no unit root is an LM statistic which is a

function of the estimated residuals and an estimate of the long run error variance. These residuals are
cither the demeaned series (n,,) or the demeaned and detrended series (r,). The critical values for
these tests are detailed in Kwiatkowski, Phillips, Schmidt and Shin (1992), page 166.

These tests provide evidence over the full sample period (1973:4-1995:2) that the real
exchange rate, terms of trade, interest differentials, yield gaps, current account deficit, government
budget balance, and relative productivity differentials are 1(0), with the first two series exhibiting this

stationarity around a trend. These conclusions are also supported over the shorter sample period
(1984:1-1995:2).

Table B.4
A comparison of the statistical significance of competing measures

of interest rates in the real exchange rate equation!
1985:1-1995:2

Interest differential term Estimated coefficient t-statistic
(p-value)
(i, —i,)-(i, —iL)*} 2.48 3.05 (0.00)
(r-r) 2.98 2.45 (0.02)
(’2 _”L*) as per the BW equation ..........c.cccevvenvinrirnnne, 0.16 0.11(0.91)
(rL _,;)2 3.64 2.39 (0.02)

1 The real TWI exchange rate model is specified as a function of the terms of trade, the cumulated current account

deficit, an interest differential term, and a fiscal policy variable.
2 The real long interest differential is here tested in the B-W specification which expresses the real TWI as a

function of the terms of trade, the cumulated current account deficit as a proportion of GDP, and this real long
interest rate differential.
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Figure B.1
Real exchange rate model: equation (2)
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Figure B.2
Parameter stability tests
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Appendix C: The behavioural model of Australian long bond yields: integration tests and

diagnostics
Table C.1
Integration tests: 1979:4-1995:2
H, : Non-stationarity H, : Stationarity
@, T, T DF-GLS, | DF-GLS, | KPSS, KPSS,

Real 10-year bond.................. 10.51%xx|  —4.37%xx | —431%x | —11.24%++ | —11.94%%x 0.08 0.43+
Real US 10-year bond............ 4.38 —2.94 -2.63 -1.21 -1.46 0.12+ 0.12
Return on capital ................... 6.29* [ —3.53 —3.49%» —3.56%* —3.60x+* 0.10 0.19
Cashrate.......corvvvevieninnnnnnne, 2.47 -1.96 -1.42 —5.20%#» —5.90%++ 0.16++ 0.28
Government deficit................ 5.14 -3.18+ —3.19++ | -2.64 —2.56%+ 0.11 0.11
Undiversifiable risk ............... 1.36 -1.60 -1.52 —6.52%+» —7.46%+x 0.12+ 0.13
Current account ...........oee.ee.. 3.54 -2.21 -2.68 —3.30%+ —5.544ss 0.21++ 0.51*=
Inflation expectations ............ 12.03%++] —4.89+++ | -2.80 —3.68%* —2.15% 0.07 0.39+
Alnflation .......coocveveveeicnnnnnn 58.8++x | —10.80%+* [ —10.84*+ | -1.79 -0.77 0.08 0.11

* ** and *** denote significance at the 10, 5 and 1% levels respectively.
@, refers to the likelihood ratio test of (o,B,p) = (2,0,1) in ¥, = o+, +py,_;+e,. The critical values are from Dickey

and Fuller (1981). 7 refers to the Augmented Dickey Fuller (ADF) "t-tests”; ¢ includes a constant and trend and T,

includes a constant only. The critical values are from Fuller (1976). DF-GLS; and DF-GLS, are a modified trend and

constant versions, respectively, of the ADF tests proposed by Elliot, Rothenberg and Stock (1992). KPSS is a test
proposed by Kwiatkowski, Phillips, Schmidt and Shin (1992) which tests the null hypothesis of stationarity. A truncation
lag of 8 is used for the calculation of the estimate of the error variance.

All three tests support the stationarity of the Australian real 10-year bond rate around a
constant or a trend. On the other hand, evidence for the US real long bond rate is mixed; th